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Abstract

For multi-target multi-camera recognition tasks, track-
ing of objects of interest is one of the essential yet challeng-
ing issues due to the fact that the task requires re-identifying
identical targets across distinct views. Multi-target multi-
camera tracking (MTMCT) applications span a wide range
of variety (e.g. crowd behavior analysis, anomaly individ-
ual tracking and sport player tracking), so how to make
the system perform real-time tracking becomes a crucial
research issue. In this paper, we propose an online hier-
archical algorithm for extreme clustering based MTMCT
framework. The system can automatically create a dy-
namic gallery with real-time fashion by collecting appear-
ance information of multi-object tracking in single-camera
view. We evaluate the effectiveness and efficiency of our
framework, and compare the state-of-the-art methods on
MOT16 as well as DukeMTMC for single and multiple cam-
era tracking. The high-frame-rate performance and promis-
ing tracking results confirm our system can be used in real-
world applications.

1. Introduction

Among all computer vision research topics, the problem
that a person re-ID system would like to solve is the closest
to what an MTMCT system likes to tackle. In a person re-ID
system, a pedestrian image grabbed by an arbitrary camera
will be broadcasted to other cameras in the network, and
then compare it with the pedestrian image gallery obtained
by other cameras. For each pedestrian image gallery cor-
responding to each camera, the system will sort the gallery
images based on the similarity between each gallery image
and the unknown input. The purpose of the above move is
to perform person re-ID in a non-overlapping camera net-
work. Although the purpose of an MTMCT system is sim-
ilar to a person re-ID system, the former has to face sev-

eral challenges. First, an MTMCT system does not have a
gallery like a person re-ID system. The only available infor-
mation that an MTMCT system can use is those that have
appeared and been tracked target pedestrian images. The
tracking performance may underlie this restriction. Second,
an MTMCT system is basically a classification problem. It
needs to use a systematic method to determine a threshold,
and then use this threshold to decide on whether the ob-
ject being tracked is the same one. The problem cannot be
solved with a person re-ID system because the object that
was retrieved with the top rank may be wrong. In particular,
a tracked target that appears in a new frame may not exist
in the gallery at all. Due to the fact that a gallery needs to
be prepared, a person re-ID system cannot completely solve
the problem that an MTMCT system has to deal with. Re-
cently there are more and more datasets prepared for differ-
ent person re-ID systems. In cases that these datasets have
enough training data, they can provide an MTMCT system
more robust appearance descriptors and assist single camera
to track targets more accurately.

The recent development of deep learning has promoted
object detection to make rapid progress. Because of this
trend, the already existing tracking-by-detection technique
becomes more viable. The concept of tracking-by-detection
is to use object detectors to detect objects of interest in a
video, and merge the detected bounding boxes of adjacent
frames into tracklets. Then, the tracklets in different frames
are merged into trajectories. For people using tracking-by-
detection technique, it is important to develop a good object
detector. In the past few years, Bewley et al. [1] proposed
the simple online and realtime tracking (SORT) technique.
They use the Faster R-CNN based object detector [16] to-
gether with Kalman filter to predict object trajectory. To
assure better matching accuracy, they introduce Hungarian
algorithm to achieve the goal. A main drawback of SORT
is that it cannot handle identity switches well. The reason is
the lack of an appearance descriptor which makes the track-
let vulnerable when the bounding box contents are occluded
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Figure 1: Dynamic gallery construction by a balanced
binary tree. We collect the tracked pedestrians as re-
trievable appearance information and solve the multi-
camera tracking problem with real-time fashion.

by each other. Under these circumstances, Bewley et al.
[21] further proposed an extension model: deep SORT, in
which they use the deep metric learning model optimized by
person re-ID objective, to effectively compare the appear-
ance information. In this way, the number of ID switches
can be successfully reduced. Nowadays, there are some sin-
gle view tracking methods that introduce a re-ID model to
improve the tracking accuracy by the appearance of a target.
However, under the original MTMCT system architecture,
there is no gallery like re-ID system. If we directly apply
single-camera tracking technique to an MTMCT system,
it will lead to easy failure when performing cross-camera
tracking, because the appearance information that can as-
sist the comparison task is not available.

In this paper, we propose an online-hierachical-
algorithm-for-extreme-clustering-based MTMCT frame-
work. The system can automatically create a dynamic
gallery with real-time fashion by collecting appearance in-
formation of multi-object tracking in single-camera view.
The main idea is to enable an MTMCT system to achieve
real-time performance when tracking across cameras by
systematically storing the appearance information that has
been tracked by previous cameras. We have three main
contributions: First, we leverage the online hierarchical ex-
treme clustering method to systematically cluster the ap-
pearance information. Second, with the dynamic gallery de-
sign, our system can solve the problem of identity switches
caused by long-term occlusion. Third, our system out-
performs existing real-time state-of-the-art in performing
single-camera multi-object tracking and performs compet-
itively with state-of-the-art results of multi-target multi-
camera tracking task, which cannot be real-time.

2. Approach
In this section, we show the details of the proposed real-

time MTMCT system. In Section 2.1, we report how object
detection and appearance feature learning are implemented.
Single camera tracking and dynamic gallery construction
are detailed in Section 2.2. In Section 2.3, we elaborate
how multi-camera tracking is realized.

2.1. Object Detection and Appearance Feature
Learning

To make the proposed MTMCT system have as close
to real-time performance as possible, the proposed strat-
egy has to maintain the detection rate simultaneously. Ac-
cording to recent literature [16, 5, 10, 13], state-of-the-
art object detection methods are all CNN-based. CNN-
based object detection methods can be categorized into
two kinds. They are either region proposal based methods
[19, 4, 6, 3, 16, 2, 9, 5] or one-step method [10, 13, 14, 15].
A region proposal based method is basically a two-step pro-
cess. By nature, it is usually R-CNN based. This kind of ap-
proach will first detect the bounding boxes of objects of in-
terest. Then, the objects detected by those bounding boxes
will be classified based on their features. Although the de-
tection accuracy of a region proposal based method is better
than that of a one-step method, its time-consuming nature
does not fit in any system that requires real-time computa-
tion. In order to keep the real-time detection requirement,
we thus adopt one-step object detection framework YOLO
[15]. We regress each input image frame into several bound-
ing box coordinates and the classification probabilities indi-
cate existence of object categories. Object detection of this
kind can significantly cut down the time needed to gener-
ate object proposals and then classifying each proposal into
different object categories.

Recently, some CNN-based person re-ID system [7, 22,
23, 24, 20] use a large number of labelled pedestrian images
to conduct the training task, and the accuracy of these sys-
tems is close to human performance. In our framework, we
train an appearance feature embedder to discriminate pedes-
trians. In the mean while, we follow Ristani et al. [18] and
adopt the adaptive weighted triplet loss to train our network.
This triplet loss can be expressed as follows:

L3 =

m+
∑

x∈P (a)

wpd(xa, xP )− wnd(xa, xn)


+

. (1)

For an anchor sample xa, the above defined triplet loss can
assure its distance to the projection of a positive point xp

is closer to that of a negative point xn, and this distance is
greater than m. In addition, the introduction of two adaptive
weights into the equation may provide more flexibility when
facing hard samples. For example, when there is imbalance
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existing between positive and negative samples, we are able
to dynamically adjust the weights based on the distributions
of samples. The adaptive weights can be calculated by the
softmax function, which is defined as follows:

wp =
ed(xa, xp)∑

x∈P (a) e
d(xa, x)

, wn =
e−d(xa, xp)∑

x∈N(a) e
−d(xa, x)

.

(2)
The philosophy of adaptive weighting is as follows: easy
samples will be assigned with low weights, while hard sam-
ples will be assigned with high weights. The main reason
we can perform dynamic weighting is that we know the sum
of the distance between each anchor and the positive and
negative samples. If we add up the sums corresponding to
all distances of anchors, it is easy to assign weights based
on the proportion of each anchor distance to all anchor dis-
tances. For each training batch, we also adopt the hard sam-
ple mining strategy. We select the positive samples with
the largest distances from the anchor in the batch, and the
negative sample with the smallest samples with the smallest
distances from the anchor. This selection rule can prevent
the training process from being trapped by the easy sample
in the poor local minimum. In order to achieve good system
immediacy and grab appropriate pedestrian appearance, we
use a highly efficient YOLO detector to obtain a sensible
bounding box, and use adaptive weighted triplet loss in the
training task. In this way, the neural network can embed the
pedestrian content bounded by the bounding box and we
can use this information to measure the degree of similar-
ity of pedestrian appearance. This degree similarity can be
used as prior information for tracking.

2.2. Single Camera Tracking and Dynamic Gallery
Construction

The task of tracking-by-detection is mainly divided into
three steps: (1) detecting the position of the sensible object,
(2) predicting the position of the corresponding object in
the current frame based on the detection result of the previ-
ous frame, and (3) associating the detection and prediction
results to complete object tracking.

In the subsection, we elaborate how to predict the posi-
tion of objects and how to combine the detection and pre-
diction results so that the object tracking task can be com-
pleted. For predicting the position of objects, we use the
standard Kalman filter approach. It includes constant ve-
locity motion model and linear observation model. For the
observation of object state, we directly use the coordinates
of the bounding box (x, y, w, h). When detection result and
target match, the detected bounding box is used to update
the target object state. As to the velocity components, they
will be optimally calculated by Kalman filter. Conversely,
if detection and target have no match, the target object state
can be predicted with a simple linear velocity model. In

the previous subsection, we have described how object de-
tection is accomplished. Here we propose a concept of dy-
namic gallery. The dynamic gallery is constructed in an
online clustering process, and it is also part of the tracking
system that performs object association. We consider object
association as an assignment problem, its main purpose is to
assign detections to the tracked targets. In our tracking-by-
detection system, there are two factors that will affect the
assignment results. The first factor is appearance similarity
and the second is position prediction through Kalman filter.
We can use the above two information to track pedestrians
and construct dynamic gallery. Here, we reformulate the
problem of pedestrian matching into a clustering problem.
We count the number of pedestrians detected per frame in
a video stream as the number of data points on the embed-
ding space. We cluster all the data according to their cor-
relation into k disjoint groups, and the union G formed by
these disjoint groups will become a gallery. But in order to
achieve real-time goal, we must incrementally include new
data points based on the number of frames detected.

We apply online hierarchical extreme clustering to si-
multaneously solve the problem of single camera tracking
and dynamic gallery construction. The reason for using
this clustering algorithm is because it can construct a binary
cluster tree structure and this structure is easy to understand
and manage. The input to this structure is done incremen-
tally, and the total number of clusters does not need to be
specified in advance. The clustering structure is very suit-
able for handling single camera tracking. When we track a
specific person, its collection of continuous images can be
regarded as a cluster. It is very common to have dozens of
pedestrians in a video stream at the same time. Binary tree
construction for online clustering is based on the following
assumption. A dynamic gallery union G is separable with
respect to a cluster C∗ if

max
(x,y)∈C∗

||x− y|| < min
(x′,y′)6∈C∗

||x′ − y′||. (3)

Under this assumption, within-cluster distance for all clus-
ters will be less than any between-cluster distance. Al-
though this assumption does not apply in all cases, our ap-
pearance feature descriptor objective function (Equation 1)
can make pedestrian information close to such a distribution
in embedding space by large number of pedestrian images.

We follow the method adopted by PERCH [8], using
masking-based rotations, balance-based rotations, bound-
ing box approximations, and collapsed mode to quickly
search and grow the tree (O(log(k))). We use PERCH’s ro-
tation operations to recover errors that occur during greedy
incremental clustering. The Masked function is used to
prevent the situation when the inserted data is clustered to
a wrong group. It functions as follows: A node v with sib-
ling v′ and aunt a in a tree T is masked if there exists a
point x ∈ lvs(v) (the set of leaves for any internal node v)
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Algorithm 1 Insert (xi, T )

1: t = NearestNeighbor(xi)
2: l = Split(t)
3: for a in Ancestors (l) do
4: a.AddPoints(xi)
5: end for
6: T = T .Rotate(l.Sibling(),CheckMasked)
7: T = T .Rotate(l.Sibling(),CheckBalanced)
8: CollapsedMode()
9: return T

such that

max
y∈lvs(v′)

||x− y|| > min
z∈lvs(a)

||x− z||. (4)

In this case, v contains a data point x, which is closer to a
point in aunt a than a point in sibling v, which is judged
to be masked. When a point i′ is inserted and its sibling i
is detected as Masked, rotation function is triggered and
we will swap i′ and its tree position aunt a. This function
will be recursively executed until no Masked condition is
detected.

The above rotation algorithm guarantees the best dendro-
gram purity under the separable assumption, but there is no
limit to the depth of the tree, and it affects the search time.
To assure the search and insertion function can be executed
within logarithmic time, we have to make the binary clus-
ter tree become a balanced binary tree. The balance of a
cluster tree T , denoted bal(T ), is the average local balance
of all nodes in T , where the local balance of a node v with
children vl, vr is

bal(v) =
min{|lvs(vl)|, |lvs(vr)|}
max{|lvs(vl)|, |lvs(vr)|}

. (5)

According to the above definition, we will do the same ac-
tions as masking-based rotation. This process will keep go-
ing until the balance-rotated tree T ′ with bal(T ′) > bal(T )
or when there is any data point in T that meets the condition
of Masked.

In conventional point-by-point search algorithms, the
computation time is usually intensive. Thus, using the
bounding box approximation to represent all the data points
of the subtree will greatly reduce the computation complex-
ity. In the embedding space of dimension d, all leaves of
internal node are in the interval of j of each dimension, i.e.,
[v−(j), v+(j)]. Therefore, the squared maximum distance
and the squared minimum distance of each internal node v
and the newly inserted point x can be represented by the
following two expressions:

d+(x, v)
2 =

d∑
j=1

max{(x(j)− v−(j))
2, (x(j)− v+(j))

2}

(6)

d−(x, v)
2 =

d∑
j=1

 (x(j)− v−(j))
2 if x(j) ≤ v−(j)

(x(j)− v+(j))
2 if x(j) ≥ v+(j)

0, otherwise.
(7)

If we want to insert a point x, and two children v and v′ are
chosen to conduct search, then when d+(x, v

′) < d−(x, v),
we only search the v′-based subtree. For x, the v′-based
subtree is closer to it. Using this search strategy, we are
able to significantly cut down the number of searches and
thus save much time.

To save the memory of a dynamic gallery, the last strat-
egy, Collapsed mode, is very important. The reason of
having this mode is to prevent the binary cluster tree from
growing too big and thus hinder the possibility of efficient
search. The philosophy behind this strategy is to delete the
children below LCA (lowest common ancestor) in the same
cluster so that the search space can be significantly reduced.
On the other hand, the pedestrian information contained in
bounding boxes will be stored in node v. The Collapsed
mode is to define the maximum number of leaves allowed
in a cluster. With this restriction, the number of leaves in a
cluster will not grow unlimitedly.

When we collect the data of pedestrians in a frame and
construct the corresponding binary cluster tree, the average
distance between clusters according to the depth of the tree
can be calculated. We use the margin m set when we train
the appearance feature embedder, and use it as the thresh-
old of between-cluster distance and then systematically de-
termine the number of cluster k (as illustrated in Figure 1).
Assuming that a cluster already exists in the previous frame,
the newly added data point must satisfy the condition that
the IOU (intersection over union) of bounding box and the
prediction is greater than 0.5.

2.3. Multi-camera Tracking

When we get the dynamic gallery through the first cam-
era, the multi-camera tracking problem has been trans-
formed into the task of re-identifying the current pedestrian
in the camera through searching the dynamic gallery tree.
When performing tracking, each camera needs to establish
its own binary cluster tree. We merge the subtrees of the
same cluster into the dynamic gallery tree built by all cam-
eras. This allows us to synchronize the information gath-
ered by all camcorders.

2.4. Tree Visualization

To prove that dynamic gallery is really effective for long-
term occlusion and person re-identification in multi-camera
environment, in this section we try to visualize the change
of dynamic gallery tree under the conditions of long-term
occlusion and view change among multiple cameras. Fig-

Authorized licensed use limited to: National Taiwan University. Downloaded on June 21,2021 at 10:26:00 UTC from IEEE Xplore.  Restrictions apply. 



2’s$Leaves:$13’s$Leaves:$1 1’s$Leaves:$1 1’s$Leaves:$32’s$Leaves:$3 3’s$Leaves:$3 1’s$Leaves:$52’s$Leaves:$5 3’s$Leaves:$5

Figure 2: Tree visualization for tree growth case.
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Figure 3: Tree visualization for long-term occlusion case (the number of max leaves is 5).

Figure 4: Tree visualization for view changing case (the number of max leaves is 5).

ure 3 shows the tree growth process when tracking three
pedestrians labeled number 1, 2, and 3. The trees shown
on the right hand side of Frame 1, 2, and 5 are the corre-
sponding trees. Our system first detects pedestrian and these
detected pedestrians will be bounded by bounding boxes.
These detected bounding boxes of pedestrians are then se-
quentially inserted into a tree, and we cluster these informa-
tion based on the algorithm mentioned in Section 2.2. There
will be different clusters in a tree, and each color represents
a specific tracked pedestrian (e.g. the leaves correspond-
ing to the pedestrians marked 3 are aquamarine). When-
ever a new instance is inserted into the same cluster, the
number of leaves is increased. Therefore, from the num-
ber of leaves of the tree corresponding to frame 3 and 5
of Figure 3, it is apparent that when the number of frames
increases, the dynamic gallery will grow larger. In Figure
3, the red frames are newly added leaves, while the green
frames are the previously inserted leaves. Figure 4 illus-
trates how a tracked object is re-tracked through the dy-
namic gallery when it encounters a long-term occlusion. In
the 50th frame shown in Figure 4, pedestrians labeled 1, 2,
and 3 are tracked. The corresponding dynamic gallery tree
is shown on the right hand side of this frame. In the 70th
frame, the pedestrian labeled 3 is blocked by a brand on
the road and no bounding box is detected. Under these cir-
cumstances, the pedestrian information to be tracked cannot
be obtained by tracking-by-detection. However, the origi-
nally obscured pedestrian 3 reappeared in the 115th frame.

The reason why this labeled pedestrian can be re-detected is
through the help of dynamic gallery tree shown on the right
hand side of frame 115. Many traditional tracking methods
will discard the original tracking number after obscuring for
a period of time, and identify re-appearing pedestrians as
new tracking targets. Conversely, if a dynamic gallery does
exist, the system can still retrieve a tracked target no matter
how long it is obscured. Therefore, in the 115th frame, the
system can re-assign the number 3 pedestrian into the cor-
responding cluster subtree and complete the tracking pro-
cess. Figure 5 shows that when multi-camera tracking is
performed, the dynamic gallery of each camera can be used
to help track the same target that travels between cameras.
In the 1056th frame and the 1650th frame, the pedestrians
labeled 3 appear in two other different cameras. Through
the assistance of their corresponding dynamic gallery, even
if a target being tracked goes within the scope of other cam-
eras, the newly formed instance can still be inserted into the
corresponding cluster tree.

3. Experiment

To evaluate the effectiveness and efficiency of our frame-
work, we split our experiments into three parts. Single cam-
era tracking will be discussed in Section 3.1, runtime anal-
ysis will be elaborated in Section 3.2, and multiple cam-
era tracking will be detailed in Section 3.3. To make a
fair comparison with existing tracking systems, all the de-
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Table 1: Single camera tracking results on MOT16.

Method MOTA↑ MOTP↑ IDs↓ FM↓ Runtime↑

DeepSORT 32.5 75.4 513 1357 40Hz
MOTDT 36.3 75.9 192 594 20.6Hz
Ours(DG) 36.7 75.6 237 723 34.3Hz

Table 2: Runtime analysis on MOT16.

MOT16- MOT16- MOT16- MOT16- MOT16- MOT16- MOT16-
02 04 05 09 10 11 13

Avg. BBoxes 8.7 18.4 5.7 6.7 9.1 6.7 5.1

Runtime(Hz)
35.2 19.2 38.4 36.8 34.8 36.7 38.8

w/o YOLO
Runtime(Hz)

20.2 4.2 23.4 21.8 19.8 21.7 23.8
w/ YOLO

Table 3: Multi-camera tracking results on DukeMTMC.

Method IDF1 IDP IDR

DeepCC 79.56 79.68 79.44
Ours(DG) 73.82 74.26 71.32

tected bounding boxes are generated by YOLOV3 [15]. Be-
sides, our appearance feature embedder is pre-trained by
DukeMTMC dataset [17]. When conducting triplet loss
training, the margin m used for hyperparameter setting is
determined by soft margin. After training, this margin value
m can be used as the threshold for subsequent clustering
tasks.

3.1. Single Camera Tracking Results

We use MOT16 benchmark [12] to evaluate the perfor-
mance of our dynamic-gallery-based tracking method (as
shown in Table 1). We simultaneously use YOLOV3 de-
tector as well as the seven training video sequences used in
MOT16 as testing tools. When we compare our method
with deep SORT (also adopt YOLOV3 as detector), our
method outperforms deep SORT in some important evalu-
ation metrics. Among these metrics, our method makes ID
switches (IDs) and Fragmentation (FM) drop significantly.
This is mainly due to the fact that dynamic gallery can help
correct the mistakes made by the tracklet. We also compare
our method with deep SORT when long-term occlusion oc-
curs, as shown in Figure 5. As to MOTDT [11], since its ar-
chitecture is mainly a two-step detector, the results of multi-
object tracking precision (MOTP) is better than that of our
method. As to ID switches and fragmentation, MOTDT also
slightly defeats us, but our method is much better than deep
Sort, which is also a one-step detector.

3.2. Runtime Analysis

In this subsection, we compute runtime under different
situations. We did a runtime performance analysis for the

Figure 5: Qualitative comparison of long-term occlusion
(Top row: DeepSORT. Bottom row: Ours(DG).). This
example shows our method can retrieve dynamic gallery
after the tracklet is not detected for TLost frames (green
dashed rectangle) such that the tracked target (assigned by
green arrow) can tolerate long-term occlusion and prevent
ID switches.

number of people in different videos. We would like to con-
firm that the proposed framework still has real-time perfor-
mance under the high number of pedestrians in each frame.
From Table 2, it is clear that except for MOT16-04, other
videos all reach 30 fps results. This means our tracker can
perform tracking in real-time for most videos. To compute
the runtime of our complete framework, we also add the
time spent by YOLOV3 detector. Therefore, the average
runtime of our framework is about 19.2 fps, which is close
to real-time.

3.3. Multi-camera Tracking Results

In the final part of experiments, we test our framework
with DukeMTMC’s trainval-mini dataset. We compare
our system with a state-of-the-art tracker DeepCC [18] (as
shown in Table 3), and DeepCC are better than our results 5-
10% for all evaluation metrics. However, the core technique
used by DeepCC is to apply post-processing to match each
camera’s tracked trajectories, which is very time-consuming
and basically cannot perform real-time tracking work. As
for our system, it still performs competitively under high
frame rate, which means it can be used in real-world appli-
cations.

3.4. Advanced Application and Ablation Study

In this subsection, we will show two advanced applica-
tions of the dynamic gallery and examine their feasibility
through the assistance of tree visualization. In Figure 6, we
built separate dynamic gallery trees in the field of view seen
by Camera1 and Camera2, respectively. Then, tree synchro-
nization is performed every 600 frames (the 600th frame in
Figure 6 is for tree synchronization, which can be seen by
the change of its tree). Since the benchmark videos adopted
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Figure 6: Tree visualization for tree synchronization.

Figure 7: Tree visualization for group tracking.

in this experiment have 60 fps frame rate, every 600 frames
equals to 10 seconds. We will use centralized servers for
tree synchronization, because this application is a specific
field of monitoring system (campus), the scope is not too
large. Thus, the amount of information covered is not too
much, so the use of a centralized control sever is appro-
priate. For the actual implementation of tree synchroniza-
tion, we directly use the insert algorithm in Section 2.2 to
insert the root of the subtree into another tree. After ro-
tation, the synchronized tree will be optimized by all the
inserted information for the balanced tree. When the target
to be tracked moves from Camera1 to Camera2 (the 800th
frame in Figure 6), after the tree synchronization, the dy-
namic gallery tree corresponding to Camera2 can retrieve
the correct target. In Figure 7, we use group tracking as our
second advanced application. In the 300th frame in Figure
7, we tracked down to three people who might be in the
same group (framed with dark red, purple, and chartreuse
colors, respectively). After tracking through our MTMCT
system, frame 800 and frame 1300 are images taken by two
different cameras. At this point, the two people respectively
framed by dark red and purple appear in these two separate
frames at the same time. As to the people who is framed
by chartreuse appears in another independent camera view.
Therefore, we can say the two people who are framed by
dark red and purple belong to the same group. In the multi-
camera group tracking application, since it can be used as a
part of security system, the real-time requirements are very

important in operation. The dynamic gallery-based system
we proposed is able to operate in real-time, and this is in-
deed very useful in real-world applications.

4. Conclusion
In this paper, we have formulated the object association

problem of MTMCT as an online extreme clustering
problem. We then propose a concept of dynamic gallery.
The dynamic gallery is constructed in an online clustering
process, and it is also part of the tracking system that
performs object association. Detailed techniques that we
adopted for performing high-frame-rate are presented.
In addition, the three parts of experiments validate our
effectiveness and efficiency. Our method outperforms
the state-of-the-art real-time single camera trackers, and
we harvest the competitive results with state-of-the-art
multi-camera tracking method. The improved performance
of our method indicates that it is capable of being applied
to real-time MTMCT applications.
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