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Definition

Online communities (also referred to as virtual
communities), like their offline counterparts, can
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be characterized as groups of people who share
similar backgrounds, values, or interests and meet
regularly. However, the unique characteristic of
an online community is that its members form
and maintain their relationships via computer-
mediated communication (CMC) technologies
such as online discussion boards, web blogs,
and social media (For consistency, we will
use “online communities” throughout this entry
instead of using other synonyms.).

An online community can be exclusively
“virtual” when members only meet via the
Internet or may include both online and face-
to-face interactions. Members can interact
with each other synchronously (in real time)
or asynchronously by posting and replying
to others’ messages at their convenience. An
example of an Internet platform that supports
synchronous interactions is a virtual environment
called “Second Life,” where users interact with
each other in a 3D virtual reality through digital
representations of themselves called “avatars.”
An example of an Internet platform that supports
asynchronous interactions is an online discussion
board where users do not have to be online
at the same time to communicate with each
other. An online community can utilize more
than one CMC tool or more than one mode of
communication. For example, on Facebook,
a popular social networking web site, users
often communicate asynchronously with one
another by replying to direct messages or posting
messages on each other’s virtual profile “walls,”
but they can also converse in real time by using a
text or video chat option if both users are online
at the same time.

Introduction

There is a wide variety of online communities
that exist on the Internet, ranging from a com-
munity of researchers trying to solve the next big
problem in their field to a band’s fan club, from
online communities of political or environmental
activists to cancer support groups. Online com-
munities vary based on many different charac-
teristics such as their communal goals, the types

of CMC technology they use, the demographic
composition of its members, and/or geographic
coverage (local versus international groups). Due
to the multitude of different factors that char-
acterize an online community, there has been a
lot of ongoing work to develop an effective ty-
pology of different communities on the Internet.
One of the most popular typologies of online
communities was proposed by Porter (2004). The
first level of Porter’s typology differentiates be-
tween online communities that were founded by
their members and those that were established
by organizations. The next level of this typol-
ogy categorizes communities based on the nature
of the relationship among their members. For
example, member-initiated communities would
be subdivided into social or professional com-
munities and organization-sponsored communi-
ties would be categorized based on the types
of parent organization: commercial, nonprofit, or
government.

Just as there are many different types of com-
munities that exist on the Internet, there are many
different methods to study them: ethnography,
non-participant observation, survey, interviews,
content analysis, social network analysis, etc.
Considering the focus of this Encyclopedia, how-
ever, the emphasis here will be on studies that
relied on social network analysis (SNA) to gain
insights into operation of online communities.
Since the early 1980s, the number of publications
that used SNA has grown drastically (Otte and
Rousseau 2002), introducing SNA to researchers
from various disciplines, including organizational
and community researchers. The inception of
the International Network for Social Network
Analysis (INSNA) founded by noted sociologist
Barry Wellman in 1978 (http://insna.org) fur-
thered SNA proliferation and helped to establish
SNA as the leading method to study a wide
variety of communities including communities
of students, physicians, addicts, cancer survivors,
and other populations.

However, until recently, capturing information
about connections among community members
has been very resource intensive and was pri-
marily done via time-consuming and intrusive so-
cial network surveys. The advantage of studying

http://insna.org
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*online* communities is that most (if not all)
of their social interactions are recorded and can
be used to study the group’s underlying social
structures automatically. Once a social network
of an online community is discovered, it can be
used to study group dynamics, active participants
and outliers, the formation of shared norms, and
other social processes in online communities.

Key Points

This entry discusses different types of online
communities that exist on the Internet and appli-
cable automated methods to discover underlying
social networks in these communities which then
can be studied using SNA. The discussion of
the different types of online communities and
corresponding network discovery methods will
be grouped by the type of CMC platform that a
community is based on. Different CMC platforms
allow different ways for their users to interact;
thus, they facilitate the formation of different
types of relations among their users and require
different approaches for discovery of social struc-
tures. The historical background section that fol-
lows will offer a brief review of the evolving
notion of “communities” in the era of the Internet
and social media.

Historical Background

Community scholars have been debating for
decades about what constitutes “a community.”
Most of the early definitions of “community”
stipulated that a community is geographically
bounded. However, since the 1970s, fueled by
the proliferation of communication technologies
and the increasing mobility of the world
population, the notion of “community” has
been changing to also incorporate long-distance
relationships (Wellman and Leighton 1979).
The idea that a community does not have to
be linked to any particular geographic location
and that community members do not have to
be physically coterminous was strengthened
in the 1990s with the rise of the Internet and,

subsequently, the emergence of social media
and social networking technologies. Together,
these technologies have made it easier for people
to form and maintain social connections across
space and time.

These technological changes led to the
expansion of the traditional definition of a
community to include the notion of “online
community,” referring to communities formed
and/or supported over the Internet. To explain
users’ behavior in online communities, new
community-driven concepts emerged such as
“networked individualism,” proposed by Barry
Wellman, which describes the fundamental
shift from group think and hierarchal relations
to a “networked society,” where individuals
create their own “personal communities”
consisting of multiple, loosely connected (and
often overlapping) communities of their family
members, friends, coworkers, acquaintances,
and others. Although not unique to online
communities, the concept of “networked
individualism” is especially relevant and aptly
describes how Internet users interact in various
online communities (Wellman 2001).

Another prominent concept in this area
is “media multiplexity,” coined by Caroline
Haythornthwaite and Barry Wellman, which
suggests that networked individuals who
are closely connected to each other tend to
communicate more frequently, share more kinds
of information, and rely on more types of
CMC for their information and communication
needs (Haythornthwaite and Wellman 1998).
Later, concepts such as “local virtuality”
(describing people who are close geographically
but still rely on CMC for communication and
information exchanges between each other) and
“hyperconnectivity” (referring to the ability to
reach people via CMC anywhere and anytime,
were introduced by Quan-Haase and Wellman
(2005).

Based on a 2009 bibliometric study, since
the early 1990s, the number of published
peer-reviewed articles on online communities has
been on the rise covering five major disciplines
(Information Systems, Psychology, Management,
Computer Science, and Sociology), peaking
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in 2004–2005 (Iriberri and Leroy 2009).
Among this body of knowledge are studies that
explored what constitutes an online community
and how to determine whether a group of people
who are interacting via the Internet can be
classified as an online community. As part of
this ongoing process of defining and redefining
online communities, community scholars turned
to a number of established theories of physically
bounded communities to see to what extent they
can be used to also define and identify online
communities.

One such theoretical foundation is Benedict
Anderson’s notion of Imagined Community
(Anderson 1983). Anderson studied developing
countries such as Indonesia where the local
governments tried to construct a common identity
among various ethnic groups in their country who
lived on different islands. In this work, Anderson
considered three key elements of community
formation: the presence of a common language,
temporality (shared history), and “high centers”
(community leaders). Interestingly, these three
elements have been shown to be applicable to
online communities as well. The first element
is the development of a common language,
which facilitates inter group communication and
helps to build a communal identity and make
it more difficult for outsiders to participate in a
community. Just like in Anderson’s communities,
Internet researchers found that many online
communities develop their own common
language (e.g., slang, common terminology).
Studies exemplifying this trend include Marvin
(1995), who observed the development and use
of a specialized communal vocabulary in early
MUDs (multiple-user domains), multiplayer,
real-time, virtual worlds, and Sen et al. (2006),
who examined the evolution of users’ vocabulary
in social tagging communities. Second, following
Anderson’s work, a community needs to have
a shared history. This holds true for online
communities as well (see, e.g., Stanoevska-
Slabeva and Schmid 2001). That is why sustained
membership over time and the conversion of
newcomers to active members are crucial for
the stability and success of online communities
(Iriberri and Leroy 2009). Finally, the third

element discussed by Anderson is “high centers,”
referring to the idea that a society operates around
powerful individuals or “high centers.” At first
glance, this element may seem to be less relevant
to online communities since the Internet offers a
decentralized structure where online participants
are free to choose what online communities
to join, what messages they post, and when.
However, based on the previous research, only a
very small proportion of online users in a group
contribute to the group – a phenomenon known
as the “long tail” of user participation. Thus, only
a small proportion of users actually influence
what is being discussed. For example, only
4 % of members in open-source development
communities contributed 66 % of fixes and 88 %
of new code (Mockus et al. 2002). Members who
participate in online communities by reading
other’s contributions, but do not contribute
themselves, are called “lurkers.” For example,
for email-based discussion lists, the percentage
of lurkers in an online community ranged from
46 % in health-support groups to 82 % software-
support groups (Nonnecke and Preece 2000).
Similar patterns have been observed in other
online communities.

Another popular theory that was adopted from
studies on “traditional” communities and vali-
dated with online communities is McMillan and
Chavis’ (1986) sense of community (SoC). It
states that one of the most important criteria for
community existence is the presence of a sense of
community and that SoC is present if members
feel that (1) they belong to the community, (2)
they can influence it, (3) they provide support
and are offered support by others (integration and
fulfillment of needs), and finally (4) they share
emotional connection with others in the group.
Examples of studies that used this theory to study
online communities include a community of blog
readers (Blanchard 2004), a scholarly community
on Twitter (Gruzd et al. 2011).

Lastly, in the late 1990s a new framework
for studying online communities called “virtual
settlement” was proposed by Jones (1997).
Rooted in CMC and cyber-archaeology, this
framework defines a prerequisite for online
communities called “virtual settlement.”
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Virtual settlement exhibits the following four
characteristics: interactivity among community
members, presence of more than two com-
municators, existence of a common-public-
place where members can meet and interact,
and evidence of sustained membership over
time. Some examples of studies that relied on
this framework include studies of web blog
communities (Efimova and Hendrick 2005) and
online communities in Second Life (Harrison
2009).

Studying Online Communities

This section will review studies of online com-
munities that relied on both SNA and automated
methods to extract information about networks.
The studies highlighted herein are grouped based
on the different types of CMCs being used to
sustain an online community: online discussion
forums, blogs, social networking web sites,
microblogging web sites, content sharing web
sites, wikis, and virtual worlds.

Communities Based on Online Discussion
Forums
Many early studies in this area looked at online
communities formed around online forums or
discussion boards. For example, Fiore et al.
(2002) studied online communities that emerged
on Usenet discussion groups. Durant et al. (2010)
examined social networks among users of a
medical forum. These studies primarily relied on
information about “who replies to whom” on a
forum, found in the message headers, to discover
underlying social structure. However, since
messages in online forums are open to all group
members, it is often not clear who are the actual
addressee(s) of a message from only examining
the message header. Recent work in this area
explored alternative ways to extract network
information from online forum discussions.
For example, in addition to relying on who
replies to whom information, Gruzd (2009)
proposed a method called “name networks”
that examines the content of each message
to identify any personal names automatically.

Discovered personal names have shown to be
good indicators of the actual addressee(s) of
the message and, thus, helped to reveal social
connections between the sender of the message
and the addressee(s). Gruzd also proposed to
use a variation of the name network method –
a “name co-occurrence network” that connects
people if their names coappear in close proximity
in the same message(s). The name network
method was validated on a community of online
learners (Gruzd 2009). A major advantage
of name network-type methods is that they
can be applied to discover social networks of
online communities where conversations do not
necessarily follow a structured format, such as
comments posted in response to a YouTube
video.

Communities of Bloggers and Blog
Readers
Another group of well-studied online commu-
nities are communities of bloggers and blog
readers. Communities in the blogosphere have
been primarily discovered through the analysis of
hyperlinks between blogs found in blog posts,
blog comments, and “blogrolls” (a list of
related blogs, usually manually compiled by a
blogger) (e.g., Ali-Hasan and Adamic 2007).
Once interlinks between blogs are found,
communities of related blogs are then determined
by identifying densely connected groups of
blogs. This technique is rooted in early studies
of identifying communities of web sites (e.g.,
Gibson et al. 1998). This method identifies online
communities in a loosely connected sense since
there are many reasons why one blog links to an-
other – it can indicate agreement, disagreement, a
related topic, a friendship or collegial connection,
etc. – and since there may be more than one
person contributing to a single blog (including
comments posted by readers). For example,
using hyperlinks between blogs, Gruzd et al.
(2012) examined communities among blogs on
diabetes. Pikas (2008) studied communities in the
science blogosphere. Adamic and Glance (2005)
studied communities of blogs in the political bl-
ogosphere. A number of studies have also looked
at how communities emerge among blog readers
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on some popular blogs (e.g., Chung et al. 2010),
where instead of relying on links between blogs,
the researchers used a “name network” method to
identify connections among blog commentators.

Communities on Social Networking
Web Sites
The number of social networking web sites and
their user bases grew exponentially in the early
2000s; their popularity subsequently attracted
the attention of many community researchers. To
date, Facebook is one of the most studied social
networking web sites. This comes as no surprise
since it is currently also the largest with over 1
billion users worldwide (Facebook.com). Due
to the nature and purpose of social networking
web sites, Facebook connections tend to better
represent people’s social connections with
family members, friends, co workers, and others
unlike connections that can be uncovered in
the blogosphere. An extended discussion of
Facebook-related research can be found in
Wilson et al. (2012).

Since users of social networking web sites
self-report their “friends” connections, there is
usually little need to infer connections between
users automatically. So the main challenge for
researchers here is how to retrieve social network
data (also referred to as “social graph” or “friend
of a friend” data) already collected by these
sites. To facilitate access to social network
data, a social networking site such as Facebook
would often provide a data protocol for this
purpose. However, due to the private nature
of users’ information, prior consent is usually
required to retrieve such data automatically.
In the case of Facebook, such data can be
collected via a Facebook application, developed
and distributed via their Developer Platform. To
start data collection through this application, a
researcher needs to invite a Facebook user to
install their application. During the installation
process, the application will request access
from users to retrieve their social network
data. A limitation of this approach is that
a user’s consent would only grant access to
information about that user’s immediate friends
and connections between them; in other words, it

only provides information about their personal
(or ego) network. This makes it difficult for
researchers to study online communities on
Facebook, since the retrieved network data only
represents a skewed viewpoint of a community
(or multiple communities) from the perspective
of a single user. To address this concern,
researchers usually sample multiple users to
reconstruct the whole or partial social network
representation of a community. More details
about the process of collecting and analyzing
Facebook data are discussed in Hogan (2008).

Other approaches to studying communities of
users on Facebook from the network perspective
include relying on anonymized clickstream data
from HTTP headers and the automated harvesting
of public Facebook profiles. Although the ethical
implications of automated collection of online
social network data are outside of the scope of
this entry, it is important to note that the later
method in particular has raised a number of
privacy and ethical concerns.

Communities onMicroblogging
Web Sites
In recent years, microblogging web sites in gen-
eral, and Twitter.com in particular, have emerged
as a popular platform for sustaining online
communities. Like Facebook, Twitter allows its
users to establish connections with each other by
“following” other users of the system. But, unlike
Facebook, it does not require users to “follow”
back their followers, leading to the creation
of asymmetric relationships among its users.
Another interesting characteristic of Twitter
is that nearly 40 % of connections on Twitter
are between people who reside in the same
metropolitan area, suggesting that geography still
matters at least in online communities on Twitter
(Takhteyev et al. 2012). Twitter users can post
their own messages (up to 140 characters long,
also known as tweets); they can also favor, reply,
or share others’ messages. The action of sharing
somebody else’s message on Twitter is called
“retweeting.” Each of these interactions on Twit-
ter connects one user to another. To study online
communities developed on Twitter, researchers
most frequently rely on networks derived from
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user interactions: who follows whom, who
retweets whose messages, who mentions whom,
and who replies to whom. Public information
about users and their interactions with others
can be retrieved using Twitter API (application
programming interface). Previous studies that
used SNA to analyze Twitter data examined
communities such as scholarly communities
(Gruzd et al. 2011), communities around political
discussions (Conover et al. 2011), and even an
online book club (Gruzd and Sedo 2012).

Communities on Content Sharing
Web sites
Other web 2.0 web sites such as YouTube, Flickr,
and Digg (popular video, photo, and hyperlinks
sharing web sites correspondently) also have
social networking features that allow people to
indicate who is connected to whom. Similar
to blogs, connections declared on such web
sites are less about social relationships and
more about shared interests. A number of
studies have examined the nature of online
communities formed on these sites. Klausen
et al. (2012) studied an online community
that disseminates Al-Qaeda’s propaganda on
YouTube and compared it to a community
of YouTube users that support the Texas Tea
Party movement in the USA. And Zhu (2010)
examined social structures among Digg users,
focusing on discovering factors behind users
being influential in a community.

Communities onWikis
Wiki communities are communities that formed
around “wikis,” web sites specifically designed
for collaborative writing and editing of inter-
linked web pages. One of the most studied web
sites in this category is Wikipedia, a wiki-based
open encyclopedia. Wikipedia researchers are
especially interested in studying group dynamics
in online communities of Wikipedia contributors.
Often many people contribute content to a
single Wikipedia page; therefore, it is possible
to make an assumption that contributors to the
same page are somehow connected. The site
tracks any changes made by its contributors.
Researchers in this area use the log of changes to

a particular page to track how contributors form
connections on this site through collaborative
editing. To discover possible connections among
contributors, researchers first build a so-called
“two mode” network, containing two types of
nodes: contributors and wiki pages. At first,
contributors are not connected directly to each
other, but through the wiki pages that they edited.
To discover connections between contributors, a
two-mode network is converted to a one-mode
network (called “coediting”) by counting how
often any two contributors edit the same page
or section of a page. For example, using this
approach, Iba et al. (2010) explored different
roles of Wikipedia contributors and examined
changes in their editing networks over time.
Similar two-mode networks were also studied
in social tagging systems such as “Delicious”
and “CiteULike.” For example, Liang et al.
(2010) detected communities of users with shared
interests based on the similarity of the items they
tagged (in their case, primarily for the purpose of
improving social recommender systems).

Communities in Virtual Worlds
The final type of Internet-based platforms that
will be discussed here is a virtual world where
people interact in a 3D virtual reality via self-
created avatars. Some virtual worlds are designed
primarily for socializing purposes like Second
Life and “Habbo Hotel”; others are designed
to support massively multiplayer online games
(MMOGs), such as World of Warcraft (WoW)
and Lineage II (successors of the original text-
based and then 2D MMOGs). To discover social
networks on these platforms, one approach is to
build a so-called “co-location network” (a varia-
tion of a “coediting” network in Wikipedia com-
munities and “name co-occurrence network” in
online forums). A co-location network connects
people based on how often and how long their
avatars appear in close proximity within a virtual
world (see, e.g., Ducheneaut et al. 2006). Most
of these virtual worlds also allow users to chat
via voice or text-based channels. Using infor-
mation about “who talks to whom” and other
users’ interactions, similar to approaches applied
to discussion groups (discussed above), a social
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network among users can be derived. For exam-
ple, Suznjevic et al. (2009) tracked and connected
“gamers” based on their recorded interactions of
in-game activities such as combat or trade. The
interactions were recorded with the help of an
add-on built for the WoW.

Future Directions

Below are some of the emerging directions in this
research area.

First, since most online communities still rely
on text-based interactions, there is a need for
new methods and research tools that would bet-
ter integrate automated text analysis with SNA,
either during the community discovery process
or during the analysis and visualization of the
resulting social networks. Some existing research
tools are already moving in this direction. For
example, Netlytic.org relies on text analysis to
discover connections among community mem-
bers using the “name network” approach (see
subsection on “Communities Based on Online
Discussion Forums” above). Also, during the
network visualization process, a user can click on
a connection between any two nodes in the net-
work to explore the nature of any connection by
reading the messages that were used to infer the
connection. NodeXL is another popular system
designed with online community researchers in
mind. It can now automatically label densely con-
nected groups of people (subcommunities) in the
network based on the most used topics/hashtags
found in their Twitter messages.

Second, most of the current community
detection methods are ill-equipped to handle
large-size, dynamic online social networks.
Future work in this area will need to address
issues such as computational complexity, the
dynamic nature of online social networks,
unknown numbers of communities in advance
(and/or unknown sizes of communities),
and cases when people belong to multiple
communities or to none. Papadopoulos et al.
(2011) discuss some recent trends in this area,
in particular, how current community detection
methods can be expanded to account for the

dynamic nature of online communities. For
a discussion of other emerging community
detection methods, see sections on “Combining
Link and Content for Community Detection”
and “Dynamic Community Detection” in this
Encyclopedia.

Third, the proliferation of mobile technolo-
gies such as smartphones and tablets and the
boom in location-based online services such as
“Foursquare” and “Facebook Places” are begin-
ning to change the way people discover and
manage their social connections, share content,
and interact with their various offline and on-
line communities. In doing so, these devices and
services are also generating a massive amount
of geo-tagged, time-stamped user data on an un-
precedented scale. This data is a treasure trove for
researchers interested in studying online commu-
nities, because it allows researcher to gain even
better insights into the operation of online com-
munities and especially the interplay between
online and offline worlds. As a result of this
trend, there is a growing interest in the research
community to study location-based networks and
compare them to other types of online networks
as outlined in the above discussion (see section
on “Location-Based Social Networks” in this
Encyclopedia).

Finally, as more and more data about on-
line communities and their users are being cap-
tured automatically, the issue of data privacy and
security will become even more pressing. This is
a major looming issue for researchers who rely on
access to these data to study online communities.
To address these concerns, researchers in this
area need to work on developing best practices,
revisiting existing policies and protocols, and
creating new methods and tools for ethical data
collection, analysis, and reporting of results in
studies of online communities.
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eICU Electronic intensive care units

Definition

Online healthcare management refers to all
activities that facilitate healthcare delivery and
management by means of electronic data trans-
mission, storage, and retrieval, primarily through
the Internet in a private and secure fashion.

Introduction

Over the last couple of decades, the Internet
has created a paradigm shift in how businesses
operate. It has enabled the development of myriad
technologies, such as Web services and enterprise
server applications, and as a result industries
increasingly use the Internet as a medium of
secure data transmission and communication –
it has become an essential component of most
businesses. Even as most industries leverage the
benefits of the Internet, a majority of healthcare
delivery today is still carried out in the traditional
brick-and-mortar infrastructure. This is primar-
ily because healthcare delivery largely relies on
face-to-face interaction between a patient and
a clinician. The healthcare ecosystem, however,
has been adopting more ways of creating, using,
and sharing digital health data, with the Internet
increasingly offering a reliable means of pri-
vate, secure, and reliable data transmission. The
advancements in Internet and Web technologies
have also made it possible to share data remotely
across geographical regions. This has facilitated
care delivery using Internet-based technologies.
Various terminologies for such healthcare prac-
tice have been proposed and studied in the past
decade (Anderson et al. 2003; Eysenbach 2001;
Ball et al. 2007; Forkner-Dunn 2003). Examples
include eHealth, online health, cyber medicine,
and consumer health informatics. The different
terminologies encompass a wide variety of sys-
tems, from any form of electronic healthcare data
storage, processing, and communication to a very
specific focus, such as eICUs.

These systems have proven to enhance patient
care practices, cut costs, and improve workflow
(Halamka 2006). There are a number of options
for practices that wish to acquire an online
healthcare management system. Larger insti-
tutions often build their own systems to allow
for extensive customization, but there are a
number of other options available. Institutions
can choose from on-premise solutions that
require the purchase and licensing of software
or a software as a service (SaaS) solution that
pays a third party to handle data storage and
software maintenance (Intuit 2013). There are a
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number of open-source options available as well,
such as OpenEMR. Most healthcare systems that
use online technologies serve two purposes –
knowledge sharing and care delivery. The impact
of Internet and online technologies on the
health of various populations (Hesse et al. 2005;
Kummervold et al. 2008) has shown the promise
for success of these systems in the future.

This entry focuses on online healthcare deliv-
ery and online social interactions among clini-
cians and patients. Online healthcare systems that
deal with other applications, such as pharmacy
benefit management, provider education systems,
and health insurance applications, are beyond
the scope of this entry. The goal is to under-
stand how online technologies have been used for
advancing care delivery and how knowledge shar-
ing improves provider care delivery and enhances
patient satisfaction. In the following sections, we
provide an overview, followed by a classification
of online systems based on type of interaction.
We then illustrate the concepts by describing key
applications, which have been chosen purely to
illustrate the concepts and not by any preferential
criteria. We then describe the current challenges
in these systems and point out how data mining
and social network analysis can aid the future
directions for such systems. We refer the readers
to Tan et al. (2006) for an introduction to data
mining and to Valente (2010) for an overview of
how social network analysis can be applied to
healthcare.

Overview

The success of these systems is due to the ease
with which information can be stored, accessed,
and shared securely. The lack of need for
physical resources also drastically reduces the
cost, making this an attractive option. In a typical
care scenario, information is exchanged between
clinician and patient. This exchange takes two
forms – verbal communication and physical
examination. The communication allows the
clinician to gather the required information,
process it, and then apply his or her medical
expertise to diagnose and treat the patient.

Typically, for most conditions, the best care
is delivered when the clinician also physically
examines the patient. However, for certain acute
conditions such as the common cold, sinusitis,
and fever, the initial screening and treatment do
not require that the patient be physically present,
and the basic information provided can help the
physician diagnose the condition and provide
appropriate treatment.

The Internet is a communication medium that
minimizes cost because it doesn’t require the
people communicating to physically be in each
other’s presence. It allows for synchronous as
well as asynchronous communication. Efficient
integration of knowledge across various sources
is possible. Streaming of audio and video and
interactive flash and HTML5 technologies have
become commonplace. These enabling technolo-
gies help to avoid the necessity of a patient being
physically present for any condition that can be
diagnosed by verbal communication. Technology
advancements, such as EHR systems, allow data
about a patient to be collected and presented
in a fashion that enables the clinician to make
clinical decisions. The clinician can either syn-
chronously or asynchronously interpret the data
and provide appropriate care advice. Such online
communication and knowledge sharing provides
an opportunity for remote patient care through
the Web. Currently the advancements in medical
device technologies also enable the measurement
of patient data such as blood pressure, weight,
and heart rate and securely transmit the data to a
remote server, which then enables the clinician to
monitor the patient (LATITUDE). As more such
technologies are developed, the need for a patient
to be physically present decreases. The use of
online healthcare delivery and management is
thus growing in scope and popularity.

Another growing area of online healthcare
management is healthcare-based social inter-
action among patients and clinicians. As the
popularity of Internet-based social networks and
professional networks increases, topic-specific
networks are becoming popular (Greene et al.
2011; Lorig et al. 2010). Many educational
healthcare websites have traditionally provided
forums to allow users to interact. However, social
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networking has allowed more focused groups to
interact and share information. Networks geared
towards, respectively, patients and clinicians
allow these players to share information within
their specific groups.

Types of Online healthcare Systems

Online healthcare systems that are primarily
focused on care involve two key players – the
clinician and the patient. These systems rely
for their effectiveness on the underlying
communication between these two players. These
systems can thus be categorized into three main
categories, according to the type of interaction:
Clinician to Patient, Clinician to Clinician, and
Patient to Patient.

Clinician to Patient
Among the incentives for medical practices to
invest in online healthcare management systems
is the move towards patient-centric care. Patient-
centric care encourages a collaborative approach
between physician and patient to make clinical
decisions together.

There has been a strong push in the medi-
cal field towards this approach, because when
patients are given a more active role in their
healthcare decisions, they feel more accountable
for monitoring their self-care, which ultimately
improves their overall health and breaks down
barriers between patient and caregiver (Tang et al.
2006). Studies have also shown that establishing
a more patient-centric approach can cut costs as
well as optimize a physician’s time (Bertakis and
Azari 2011).

An online patient portal allows patients to
log in and see their own personal health records
(PHRs). Information such as allergies, immu-
nizations, treatment recommendations, and lab
test results can all be easily stored electronically
(Zaroukian 2008).

The ease of information exchange online will
likely decrease the number of calls made to a
healthcare provider’s support center. Patients can
directly access their personal healthcare records,
which reduces the risk of miscommunication

errors over the phone. Additionally, instead
of patients calling the office to set up an
appointment, they can do so online by checking
their physician’s availability. There are also
financial management resources that can be a
component of the system. This allows patients
to pay their bills online, which is quicker and
more convenient for both healthcare provider
and patient (Ball et al. 2007). Giving patients
direct access to their healthcare records also
gives them instant access to their lab test results.
This reduces communication time, which is
particularly important for critical tests. Most
such systems focus on delivering information to
the patient after a face-to-face clinic visit.

The natural next step is to reduce the amount
of face-to-face interaction and help move some
of the diagnostic activities to the online sys-
tem. It has been shown that this online interac-
tivity between clinician and patient can greatly
increase physician productivity, allowing doc-
tors to see 11.1 % more patients and saving al-
most $100 a day (Wallwiener et al. 2009). Many
physicians are concerned that by opening up to
online communication between doctors and pa-
tients, doctors will be flooded with questions that
would not otherwise be asked. Studies, however,
have shown that only 57 % of the communi-
cation sent by patients required a physician’s
response (Zaroukian 2008). Administrative staff
can respond to many of the communications,
resulting in a large time-saving. Rather than dis-
crete, episodic interaction between physician and
patient, the online portal creates a continuous
channel of communication (Tang et al. 2006).
The channel provides continuity of care regard-
less of location and time of day, because all the
information can be accessed from anywhere with
an Internet connection (Nalari Health).

A patient’s overall health can improve
from the utilization of an online healthcare
management system. When patients have greater
access to their own records, they feel more
accountable for their well-being and are more
conscious of their health (Tang et al. 2006). In
turn, patients make more informed decisions,
and patient compliance with physicians’ orders
increases (Ball et al. 2007). For example, if a



Online Healthcare Management 1185 O

O

patient’s glucometer directly interfaces with
her online healthcare record, she (he) can be
warned when her (his) levels are too high and
action can be taken. Moreover, doctors can be
alerted of her level fluctuation and can adjust
her diabetes control (Ball et al. 2007). This can
promote earlier interventions (Tang et al. 2006).

By establishing an online interactive
relationship between clinicians and their
patients, hospitals and clinics can deliver
general information and health education so
that it is readily accessible to and reusable by
multiple patients, for example, posting answers
to frequently asked questions for all patients
to see or information about new treatment
options for patients with the same disease. This
is particularly useful for communicating with
patients who suffer from chronic illnesses (Ball
et al. 2007; Tang et al. 2006). Doctors can save
time by providing patients with instant access
to information at all hours, day or night. Both
parties benefit.

Many doctor-to-patient systems allow patients
to give access to their family members or care-
givers (Ball et al. 2007). This also improves
continuity of care. Patients can print out their own
records and give them to any new doctor they
are seeing (Medicare 2013). Family members can
access critical information in emergency situa-
tions, such as allergies or current medications
(Medicare).

Another advantage is that a patient’s medi-
cal history is securely stored in one place and
is readily accessible. As a result, patients are
more likely to have complete records over time,
which will help physicians to make more accurate
clinical decisions. This large amount of data can
easily be searched online, which provides a huge
advantage over handwritten histories (Ball et al.
2007).

While patient portals are a key component of
online healthcare management systems, there
are other aspects that are equally beneficial.
All patient medication is tracked within the
system, allowing alerts to be sent to both
patient and doctor when a prescription needs
to be refilled, thus reducing the chance of a
patient being without necessary medication

for a period of time. Moreover, the system
will allow physicians to send prescriptions
online. This saves time because it removes
the need for superfluous appointments to
be made for the sole purpose of refilling a
prescription (Zaroukian 2008). It also allows
patients to have their prescriptions refilled more
quickly since they don’t have to wait for an
appointment. Many online healthcare man-
agement systems, such as the one provided
by Medicare, allow for doctors to send
the prescription directly to the pharmacist
(Medicare). This simplifies the process for the
doctor and avoids errors that occur from illegible
handwriting. It also allows pharmacists extra
time to check patients’ insurance contributions
and research cheaper, generic alternatives. It also
saves time for the patient, who doesn’t have to
wait while the prescription is filled.

Similarly, referrals can be handled online. This
has many of the same benefits as online prescrip-
tions. Additionally, all the relevant information
about a patient that a specialist needs is readily
available online (Medicare). Specialists within
the same hospital can access the information
directly, and specialists at other institutions can
receive a copy from the patient. This saves time
and money for both parties, since redundant tests
are avoided.

Patient to Patient
Another approach to providing patient-centric
care is creating a forum for patients to com-
municate with other patients who have similar
illnesses. The forum allows patients to share their
experiences about the progression of the disease,
their symptoms, and their overall health status
(PatientsLikeMe).

By connecting with others who are experienc-
ing the same conditions, patients can be more
informed and have a better understanding of
their health. They can get a realistic picture of
what it’s like to live with their disease, based on
the experiences of others. They can also gain a
clearer picture of the disease progression timeline
and know what symptoms to look out for as
warning signs of escalation.
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Patients can also track their own progress
by monitoring their test results and charting the
progression. Often the system makes recommen-
dations of questions to ask the patient’s doctor.
This allows the patient to feel more in control
during a time when they may be feeling over-
whelmed and powerless.

In online forums, patients have the opportunity
to make friends with others who are experienc-
ing the same lifestyle changes and overcoming
the same difficulties. This is a particularly huge
benefit for patients in more isolated areas or with
more unique diseases, because they would other-
wise not have the chance to interact with others
with the same condition. These new friendships
give patients the opportunity to freely discuss
their concerns and experiences without judge-
ment and with others who understand what they
are going through. This gives patients a sense
of community and a sense of belonging. As a
result, they are more likely to open up about
their disease. The more that patients discuss the
details of their experience, the more they will be
able to accept it, and the less likely they will
become depressed. Knowing other patients who
have endured through the difficult times helps
newly diagnosed individuals to see the light at
the end of the tunnel and keep their illness in
perspective.

Another benefit of systems that connect sim-
ilar patients to each other is that patients can
find out about other treatment options. They can
find out how popular a particular medication is,
how successful it has been, whether other patients
recommend it, and what the side effects are. They
can also get recommendations from other patients
about which specialists to see.

Finding information on a disease used to
be a troublesome task for many patients. They
would have to troll the Internet for hours before
finding what they were looking for. Online
healthcare systems allow patients to find all their
information in one space that is tailored for easy
access. Research articles are often posted to keep
patients up to date, including clinical trials that a
patient might be eligible for.

These systems also provide an overall
benefit to the healthcare research community.

All of the data provided by members is
stored in a repository. This information
could be essential in assisting future research
(PatientsLikeMe).

Clinician to Clinician
While systems for clinician-to-patient interaction
are gaining in popularity, the clinician-to-
clinician online communication channels have
not yet been as widely adopted. However, there
are currently a number of social networking
options available for physicians to interact with
each other.

The purpose of these systems is to expand the
professional networks of doctors. For example,
many of these sites encourage primary care
physicians to connect with specialists. This
allows primary care physicians to find specialists
who are qualified to treat their patients. It also
allows specialists to open themselves to new
referrals and increase the number of patients
they are seeing. Physicians can post their
specialties on a profile in a similar fashion to
the way that people post their career history on
LinkedIn (LinkedIn). This also allows the site
to recommend literature based on a clinician’s
specialty.

The systems encourage physicians to post
blog entries about their current cases, ongoing
research, new approaches, and treatment plans
they’ve tried. This supplements the news that the
site itself posts. In addition to creating a pool
of current and updated shared knowledge, the
sites also post educational tools to keep doctors
up to date. Some sites provide access to original
medical content to their members.

Many of these sites contain forums for doctors
to post questions to be answered by their peers.
The forums can be open to all healthcare profes-
sionals or limited so that only other physicians
can access them. Some even offer the opportunity
for doctors to pose their questions directly to
an expert. There’s also the capability to allow
public as well as private messaging. All commu-
nication, including images, is HIPAA compliant.
This is particularly useful because often doctors
can only fax information because email is not
secure.
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Key Applications

Clinician to Patient
As Web technologies have enabled a secure and
private means of exchanging medical information
between provider and patient, the need for a visit
to a clinic for certain medical conditions has
been reduced. Many organizations have started to
provide online care delivery for minor conditions
(E-Visits; Virtuwell; Zipnosis). These online sys-
tems help in diagnosing, treating, and providing
prescriptions for common ailments such as the
cold and flu, diarrhea, heartburn, pink eye, sinus
problems, or urinary tract infections. Systems
vary as to the set of conditions they cover.

Figure 1 illustrates the typical flow of inter-
action between a clinician and a patient in an
online setting. The key idea is that patients can
answer a set of questions via an online form or
an interactive session and leave the provider a
message about their symptoms. Using this in-
formation, a provider will reply within a speci-
fied period of time. Treatment options typically
include one or all of instructions for self-care,
over-the-counter medications or prescriptions (if
required), and instructions for an observational
period to determine if the patient needs to pay
an actual visit to the clinic. Most online systems
charge a fee. These asynchronous systems allow
for greater coverage of care as the necessity to
match the patient’s schedule to the physician’s is
decreased or eliminated.

Patient to Patient
A key archetype of a patient-to-patient forum
is the website PatientsLikeMe.com (Patients-
LikeMe).

The goal behind the creation of Patients-
LikeMe.com is to create open and honest com-
munities where patients share their experiences,
advice, data, and stories. Members can learn
about their disease, understand it better, and learn
how to manage their symptoms so the disease has
the smallest possible impact on their life. Most
importantly, they can see the real-life outcomes
of other patients and lose the sense of isolation
and loneliness that living with a disease can

bring. The strength of this type of forum is that
patients who are in a similar situation have a
stronger connection and communicate better than
those who are dealing with different issues (See
Fig. 2).

The site hopes to answer patients’ questions,
such as “Given my status, what is the best out-
come I can hope to achieve, and how do I get
there?” Each patient is asked about their ability
to walk, breathe, use their hands, speak, feel
happiness, and be productive. The website then
converts this information into a structure that
is computable. This data can contribute in two
ways. It can contribute to answering questions
that patients have about others with their illness,
and it can be analyzed to give key insights that
can lead to beneficial changes in the way health-
care is provided.

Clinician to Clinician
While systems for doctor-to-patient interaction
are gaining in popularity, the doctor-to-doctor
communication channels have not yet been as
heavily adopted. There are currently a number
of social networking options available for doc-
tors to interact with each other. A few popular
options are Medscape Connect, from the creators
of WebMD; doc2doc, from the BMJ group; and
Doximity, from the creators of LinkedIn (Med-
scape, doc2doc, Doximity). Figure 3 describes
the typical elements and flow of interactions
between clinicians in an online setting.

Medscape Connect claims to be the largest
physician-only discussion community. It is
a product of WebMD’s health-professional
network and allows health professionals,
physicians, and specialists access to original
medical content, educational tools, and a weekly
specialty newsletter. The site also has an “Experts
Corner” where physicians can pose questions to
experts and a discussion forum where colleagues
can communicate freely.

doc2doc is a global professional networking
community that connects health professionals.
It has many of the same features as Medscape
Connect, but does not publish its own journal
or newsletter, and does not have a venue for
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physicians to pose questions directly to an expert.
It does have forums, including special closed
clinical forums for physician-only interaction. It
also allows public and private messaging between
members and allows for any user to create blogs
for others to read and follow.

Doximity currently has a membership of
over 707,000 physicians in the USA, who
work in over 87 specialties. It also has similar
features to Medscape Connect and doc2doc.
Doximity offers forums, including physician-
only discussions, and recommends blog posts
and other literature according to what other
physicians have read. The site is created by
the founders of LinkedIn, and a number of
its unique features are closely related to the
business networking site. Physicians create a
profile that contains information drawn from
their curriculum vitae. They can specify their
clinical and research interests and network with
others to explore job opportunities. All the

information transferred, including images, is
HIPAA compliant.

A feature that Doximity specifically encour-
ages, and which future up-and-coming physician-
centric social networks will likely include, is the
expansion of a member’s social network. The site
offers free tools for doctors to communicate with
each other easily. It also sends out a monthly
update of new primary care physicians or special-
ists who are in the area.

Key Challenges

Launching and maintaining an online health-
care management system comes with many
challenges. We highlight some of the key
challenges that are currently being faced. A large
concern for patients is the security and privacy of
their personal healthcare information. Integrating
clinical information with online systems is a
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big challenge due to privacy concerns and the
necessity for HIPAA compliance. Although many
types of online healthcare systems are HIPAA
compliant, not all are. Also, creating an effective
online healthcare management system depends
entirely on how well it is adopted. A system needs
to capture all the information that physicians find
important, without slowing the workflow process.
It also needs to have a user-friendly portal that
patients can and want to use. While privacy will
always be a big concern when data is transmitted
over the Internet, we point out some of the gaps
in existing technologies.
Lack of Personalized Care: There are a large
number of clinical factors which are monitored
for a wide variety of patients. However, each
individual patient is different and is likely to
be concerned only with a small subset of these
factors. Critical information for one patient might
be matched with information from other patients
with similar profile. Current online systems

primarily focus on asynchronous communication,
starting with a generic questionnaire. However,
the problem with form-filling and asynchronous
communication is the assumption that forms
contain all the appropriate questions to ask. The
personalization of care is lost. An intelligent
interactive application can truly simulate a
face-to-face appointment to narrow down the
information gathering to personalized questions.
There is a scarcity of intelligent online systems.
Most systems currently lack systematic data
collection and advanced analysis to look for
patterns to enhance care delivery.
Lack of Social Connection: Another challenge of
switching to a predominantly online relationship
between clinicians and patients is the lack of
personal face time. A face-to-face conversation
provides a greater opportunity to socially connect
than current online systems and usually translates
to a strong and trusting relationship between
patient and doctor. There are a number of
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patient-to-patient networks and clinician-to-
clinician professional networks. There also
exist forums where clinicians answer patient
questions. However, there is a lack of online net-
works that aid in the social connection between
provider and patient. The social connection plays
an important role in longitudinal consistency
of care for patients and increases patient
satisfaction.
Existing as Silos: There are a huge number
of innovative online systems that exist today.
Most of these systems focus on a certain specific
problem and a certain specific market. However,
it is important to consider the complex nature
of the healthcare ecosystem and the impact of

the whole ecosystem on an individual’s health.
As providers, patients, payors, and other players
build their online systems, it is important to
provide a mechanism by which these can talk to
each other within the limits of patient privacy.
Lack of data sharing and knowledge sharing does
not allow these systems to be as productive or
efficient as they potentially can be.

Looking Ahead: The future of Online
Healthcare

As online healthcare systems expand in scope
with newer enabling technologies, they also serve
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as a great data collection framework, not just
from a clinical data perspective but also from a
behavior-analysis perspective. Because the tech-
nology is in its relative infancy, there is huge
scope for growth in a multitude of directions,
such as expansion of online services, more intu-
itive systems, and intelligent systems that focus
on core goals such as improved care, continuity
of care, personalized care, and affordable care.
Potentially, online healthcare technology could
be driven towards achieving the “triple aim.”
While covering the entire range of future direc-
tions is beyond the scope of this entry, we present
three directions which in the short term will lay a
path to open up a wider variety of options. HIPAA
and other privacy policies will greatly impact the
feasibility of some of the proposed directions.
This is something that is best handled on a case-
by-case basis, as technologies move forward.
Intelligent Systems: Online technologies are great
enablers of explicit and implicit data collection
from users. Online healthcare systems provide
this unique opportunity to collect data, analyze
it, and provide recommendations to users. For
example, collecting data about patient prefer-
ences through explicit online surveys or implicit
browsing patterns can help provide better insights
into the kind of care best suited to the patient,
especially in cases where there is no clear evi-
dence that one treatment is better than the alter-
natives and the patient has a choice of treatment,
such as in the case of treatments for uterine
fibroids. Another example is CogCubed (Roots
et al. 2013), which develops cognitive games
for education and healthcare. By analyzing the
data collected from a number of cognitive games
on digital cubes containing accelerometers, the
company diagnoses children with psychological
disorders such as attention deficit disorder and
autism. In both cases, data mining enhances the
current processes and decision-making abilities.
Clinical decision-making can thus be enhanced
by data mining and predictive modelling tech-
niques (Tan et al.).
Social Network Analysis: Social network analysis
has found applications in the healthcare domain
for the study of problems such as disease
contagion, smoking cessation, and physician

collaboration (Valente 2010). On social network-
ing sites such as PatientsLikeMe, there is a wealth
of information from a public health perspective
that can enable identification of communities
of health, players with high influence, etc.
We believe that as online technologies take
shape and data collection becomes easier, two
areas of social network analysis will come
to the fore as key research areas. The first is
the temporal evolution of these social graphs
and the influence of several factors in social
interaction; beliefs and knowledge sharing will
be of great interest. The longitudinal nature of the
analysis also provides ample scope for building
interesting prediction models for different
kinds of social contagion. The second area is
the clinician-to-clinician interaction within a
healthcare organization. While many networks
exist for clinicians to interact outside their
work for professional reasons, the mechanisms
for social and informational interaction within
an organization are scarce. We believe online
technologies will reduce the necessity to be
physically present for such interactions. The
value of such interactions among clinicians for
improving care is a growing area of interest
and has shown promise. We believe that this
should help provide the push for better online
interactions among clinicians within a care
organization to share knowledge and improve
patient care.
Integrated Systems: As the healthcare industry
moves from a fee-for-service model to a pay-for-
performance model, healthcare organizations are
being held responsible for the overall health of
the population. This has resulted in an increasing
trend of healthcare organizations merging into
large systems that serve an entire local area and
provide both care and insurance. As such systems
merge and integrate, there is increased scope for
data sharing, access, and analysis. We believe
that, akin to the merging of brick-and-mortar
healthcare systems, in the future we will see
more integrated online healthcare systems that
cater to different functions: care, insurance, social
networking, etc. The digital world has seen large
organizations such as Google trying to integrate
a variety of services to capture as many users
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as possible while attempting to provide each
user with a personalized, one-stop experience.
The advancements in mobile applications, cloud
technologies, and increasing data collection and
analysis for healthcare will lead to such unified
frameworks. Such technologies will be a win-win
for the patient as well as the organization. While
organizations can start reducing costs by better
understanding the process and the patient’s pref-
erences, patients will benefit from an integrated
view of their health and will be able to search and
make better choices for their own care.

Conclusions

This entry examines how online technology can
aid the healthcare industry in gaining information
and intelligence and reducing costs associated
with brick-and-mortar systems. We provide an
overview of online healthcare systems. We briefly
update the reader regarding the different types
of system in this arena. We then provide exam-
ple applications to illustrate the use of online
technologies to aid in certain areas of healthcare
management. These examples provide evidence
of success and the potential of online healthcare
systems. Finally, we point out the challenges in
existing technologies and how data mining and
social network analysis can aid future analytics
that should be of interest to the healthcare com-
munity at large
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Synonyms

Awareness; Control; Economic surveillance;
Knowledge; Privacy; Social networking sites;
Targeted advertising; Trade-offs

Glossary

Social Networking Sites (SNS) Public or
semipublic web-based services that allow
facilitating or maintaining social relations
and community building among people who
share something such as a common interest or
background

Paradox An unexpected, ostensibly or effec-
tively irreconcilable contradiction

Privacy Paradox (PP) Contradiction between
individuals’ intention to disclose private issues
and individuals’ actual disclosure behavior

Utility Maximization Theory Assumes that
individuals aim at maximizing utility

Privacy Calculus Model Individual’s trade-
off between perceived risks and benefits of
information disclosure

Personalized Advertising Advertisements that
are customized to individuals or groups,
based on personal information such as
demographic data, interests, and purchasing
behavior
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Definition

Today, informational privacy is most often de-
fined either as control over flows of informa-
tion or as the access to information. For Westin,
“privacy is the claim of individuals, groups, or
institutions to determine for themselves when,
how, and to what extent information about them
is communicated to others” (Westin 1967, 7).
Westin focuses on the control of information,
which makes him a prototypical proponent of
“control theories” of privacy (Tavani 2008, 142–
143). On the other hand, there are “access the-
ories” of privacy (Tavani 2008, 141–142): For
Gavinson, privacy “is related to our concern over
our accessibility to others: the extent to which we
are known to others, the extent to which others
have physical access to us, and the extent to
which we are the subject of others’ attention”
(Gavinson 1984, 347). If we combine these two
major strands of privacy approaches, one can
speak about privacy as the individual’s control
over the access to personal information (Tavani
2008).

In this entry, we deal with paradoxes that oc-
cur in online social networking actors’ manage-
ment of control over the access to their personal
information. At large, a paradox is an unexpected,
ostensibly or effectively irreconcilable contra-
diction. Such contradictions may occur in or
between dimensions, such as online social net-
working actors’ knowledge, experience, attitude,
and behavior.

Within the literature, several PP have been
identified. For example, Barnes (2006) speaks
about PP but actually means that different so-
cial groups deal differently with privacy issues.
Another frequently mentioned paradox is associ-
ated with companies’ interest in product person-
alization and referred to as the personalization PP
(Awad and Krishnan 2006; Radin 2001; Lee and
Cranage 2011; Xu et al. 2011). Aiming at com-
petitive advantages and profitability, companies
personalize their products and services to better
address customers. Personalization tends to raise
privacy concerns among potential consumers, and
this could affect companies’ interests negatively.
On the other hand, companies’ efforts to give

consumers more control over their information
tend not to perform among people who have
privacy concerns. Although this paradox has rele-
vance for online social networking since targeted
advertising is the main business model of online
SNS, it is not a paradox regarding privacy. In fact,
it is a paradox relating to companies’ interests
because they come into contradiction with con-
sumers needs.

Actually, the most often mentioned PP is the
gap between individuals’ intention to disclose
private issues and individual’s actual disclosure
behavior (Norberg et al. 2007; Spiekermann et al.
2001; Pötzsch 2009; Holland 2010; Brandimarte
et al. 2010; Oetzel and Gonja 2011; Bosau et al.
2008; Dwyer et al. 2007; Tufekci 2008; Utz and
Krämer 2009; Gross and Acquisti 2005). Norberg
et al. (2007) conducted a study in order to shed
light upon why people actually disclose more
personal information than they intend to provide.
They call the contradictory relationship between
“individuals’ intentions to disclose personal in-
formation and their actual personal information
behaviors” the “privacy paradox” (Norberg et al.
2007, 100). They found that consumers not only
provided more demographic data or informa-
tion about personal preferences than they in-
tended to but even disclosed sensitive data such
as personally identifying or financial informa-
tion. Even people with negative perceptions about
disclosing personal information actually provide
personal details on request. They conclude “that,
in the realm of privacy, behavioral intentions
may not be an accurate predictor of actual be-
havior” (Norberg et al. 2007, 118). Therefore,
they stress the relevance of strictly differentiating
between attitudes, concern, intentions to behave,
and actual behavior. In the following, we will
explore this genuine PP more precisely.

Historical Background

Impelled by the development and evolution of
the Internet and contemporary information and
communication technologies, which allow for a
whole new way of information processing, privacy
has become a major concern. Huge amounts of
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personal user information can easily be collected,
stored, analyzed, distributed, and manipulated.
SNS, personalized services, targeted advertising,
individualized search engines, location-based ap-
plications, cloud storage, and the digitalization of
formerlymerelyaccessibledataarejustsomeofthe
phenomena that bring along new privacy issues. It
might be no coincidence that, driven by consumer
research, the PP was examined in the context of
e-commerce early on (Norberg et al. 2007, 100)
since a lot depends on consumers’ willingness to
data disclosure for these businesses. Especially
in the light of SNS, further research has been
conducted then in order to explain the PP.

The Privacy Paradox in Context of
Social Media

The PP, observable in the digital realm, is even
more striking in the context of SNS (Utz and
Krämer 2009; Bosau et al. 2008; Dwyer et al.
2007; Tufekci 2008; Kreilinger 2013). In one of
the first studies examining students’ attitude and
behavior within online social networks, Acquisti
and Gross (2006) found that though privacy
concerns restrained some students from joining
SNS, there were no significant differences in the
amount of information shared between highly
concerned and unconcerned users. Many studies
about the usage of SNS found that though users
generally were concerned about their privacy,
they disclosed and shared a lot of sensitive
information (in their profiles).

Possible explanations to the PP often focus on
users’ misconception and lack of knowledge
(Norberg et al. 2007; Barnes 2006; Utz and
Krämer 2009; Pötzsch 2009; Brandimarte
et al. 2010; Oetzel and Gonja 2011). Especially
in context of SNS, users tend to overlook the
fact that their profiles are accessible not only to
their online friends but often to all Internet users.
People seem to be less concerned about their
privacy if they have established relationships
with trusted members of such a network and
forget about “all the rest of the digital world”
(Sheehan and Hoy 2000; Jagatic et al. 2007;
Pötzsch 2009). Others even conclude that the PP

is slowly becoming resolved due to increased
knowledge and experience with SNS and web
applications. When examining the level of
information disclosure among SNS users over
time, a movement towards more restrictive
privacy settings can be observed (Utz and Krämer
2009; Lewis et al. 2008). A possible explanation
for this change is that when SNS were still a
very new phenomenon, users enthusiastically put
a lot of sensitive information on their profiles.
When SNS became mainstream, people learned
about the first negative consequences and cases
of privacy infringement within the SNS. As a
consequence, users have become more aware of
privacy issues. At the same time, users became
more experienced and learned how to deal with
new technologies and applications (Utz and
Krämer 2009).

In contrast, other authors (Brandimarte
et al. 2010; Oetzel and Gonja 2011; Sandoval
2011) point to the deliberate disguise and
misinformation on behalf of the companies
benefitting from user’s willingness to provide
great amounts of personal data. As a result,
confusion could also be an explanatory reason:
“One answer is that much of the public is simply
confused by the battles over responsibility for
the environmental risks regarding information
privacy” (Turow and Hennessy 2007, 315).

Further explanations provided by Norberg
et al. (2007, 118) are contextual factors, such
as the physical setting, social factors reflecting
the relationship between the individual and
the person(s) or institution collecting the
information, and cognitive factors. Interestingly,
they found that though perceived risks influence
individuals’ intention to disclose, they do not
influence their actual behavior. However, no such
clear relation could have been found for “trust.”
Gross and Acquisti (2005) argue that trust within
social networks may be assigned differently and
have a different meaning than in the offline
environment. Social relations become more
leveled: Users provide the same information to all
online friends – regardless of the very different
nature of these relations in the offline world.

Some authors consider a risk-benefit trade-
off to cause the PP (Chellappa and Sin 2005;
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Dinev and Hart 2006). This trade-off can be
described by a utility function (Awad and
Krishnan 2006, 18):

U.X/ D Benefit � Cost

According to utility maximization theory, users
strive to maximize utility (Awad and Krishnan
2006, 17). Perceived benefits for disclosing per-
sonal data in context of SNS may include social
exchange, relationships, collaborations, and
reputation; perceived costs may be identity theft,
marketing spam, stalking, and negative reputation
in other contexts (Pötzsch 2009, 230). Chellappa
and Sin (2005) found that the perceived benefits
gained from a personalized service are two times
more influential on actual data disclosure behav-
ior than users’ concern for privacy. Brandimarte
et al. (2010) outline some other mechanisms that
may contribute to explain inconsistent privacy-
related decisions including prospect theory, i.e.,
wrong estimation of probabilities (Kahneman
and Tversky 1979), trust (Culnan and Armstrong
1999), hyperbolic time discounting and immedi-
ate gratification (Acquisti and Grossklags 2003;
Acquisti 2004), and rational models of decision
making (Posner 1978; Stigler 1980).

Other authors consider methodological dis-
crepancies to cause or at least contribute to the
PP (Pötzsch 2009; Holland 2010; Brandimarte
et al. 2010). They argue that awareness, attitude
towards privacy, privacy concern, etc., are con-
ceptually vague and empirically hard to measure
in contrast to actual behavior. The first group
of variables is usually measured based on users’
self-perception, whereas the second can be mea-
sured by exploring factually disclosed personal
information by methods of data mining, experi-
mental settings, etc.

Pötzsch (2009, 230–231) highlights that if
people are asked in general about privacy, many
of them are to some extent privacy aware. She
argues: “However in real situations the concrete
value of privacy (costs) is hard to estimate and
is no longer salient to people. The quantity of
possible price premiums or the ‘universe of new
friends’ (benefits) is primarily advertised; it is
just a few clicks and disclosure of a few personal

data items away” (Pötzsch 2009, 230–231). In
such situations, privacy concerns take a back seat
and costs are perceived low, since there is a lack
of stimuli at the moment of attention (Pötzsch
2009, 231).

Brandimarte et al. (2010) emphasize another
possible methodological as well as theoretical
cause for the PP: the vagueness of the concept
of privacy itself. They argue that it is impor-
tant to distinguish between control to publish
and control over access and usage of personal
data: “Since we have control over the publi-
cation of our private information, we give less
importance to control (or lack thereof) over the
accessibility and use of that information by oth-
ers” (Brandimarte et al. 2010). Thus, they infer
that “control over the publication of their private
information decreases individuals’ privacy con-
cerns and increases their willingness to publish
sensitive information, even when the probability
that strangers will access and use that information
stays the same or, in fact, increases” (Brandimarte
et al. 2010).

How Can the Privacy Paradox Be
Handled?

The answer to the question how to deal with the
PP consequently depends on how the paradox
was defined and explained previously. One pos-
sible account to the privacy paradox is to accept
it as it is by assuming that people usually be-
have in a contradictory manner. Norberg et al.
(2007, 105) point to several variables that in-
fluence the relationship between intention and
behavior, such as the degree of correspondence
between the measure of intention and the mea-
sure of behavior, the temporal stability of inten-
tion, and the degree to which the behavior was
planned. Independent from intention, behavior
can be influenced by factors such as routinization
of behavior, effects of heuristic processing, and
information selectivity in the decision-making
process. Others call for further investigations of
the PP in order to find more definite explanations
of the phenomenon and to be able to resolve
it ultimately. Another way is to circumvent the
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paradox. That may be to focus solely on one
part of the paradox and to neglect the privacy
concern, for instance. A review of literature sug-
gests different approaches to practically resolve
the paradox and allow users for noncontradictory
behavior: Norberg, Horne, and Horne appeal to
consumers’ responsibility and statethat “unless
consumers make the effort to truly understand
what they are granting permission to, and to
whom they are giving their personal information,
their sense of personal privacy will continue to
deteriorate” (2007, 120). Most frequently, it is
argued that an informed user who is free to
choose will resolve the PP ultimately. Therefore,
many authors stress awareness and knowledge
about privacy issues on SNS as the precondition
to free and conscious behavior. They suggest ed-
ucational programs and initiatives to raise aware-
ness and knowledge (Norberg et al. 2007; Barnes
2006; Utz and Krämer 2009; Pötzsch 2009).
For example, Barnes (2006) recommends that
increasing awareness of privacy issues, including
knowledge about the blurring line between the
private and the public in the age of the Internet, is
key to solve the problem. At the same time, this
would be a precondition of any social, technical,
and legal initiatives. Pötzsch (2009) outlines that
an asymmetry in initiatives to raise awareness
exists. Companies strongly advertise the benefits
that consumers obtain by providing personal data,
but at the same time, possible risks and ways to
protect privacy are rarely promoted.

Some authors use market theory and the
calculus model of the user to resolve the PP
(Holland 2010; Chellappa and Sin 2005; Dinev
and Hart 2006). Within this framework, one
may argue that initiatives either to clearly
maximize the benefits of personal information
disclosure for the user or to clearly minimize
the costs of it will resolve paradoxical privacy-
related behavior. Others, who have identified
market distortions, such as incomplete or
asymmetric information, bounded rationality,
and psychological deviations from rationality,
little bargaining power, and badly enforced
property rights in personal information, propose
steps to eliminate those distortions. Spiekermann
et al. (2001) suggest a technical solution in

order to establish perfect pseudonymity. Then
information can be disclosed by the users, but
this information cannot be tracked to the real
user and would therefore no longer be any
privacy issue. Others highlight the importance
of rethinking the concept of privacy in order to
resolve the paradox (Holland 2010; Brandimarte
et al. 2010; Tufekci 2008). Holland argues that
existing economical, educational, technical, and
regulatory suggestions and practical efforts fail
to address the challenge “to facilitate privacy
regulation while preserving the benefits of new
social spaces that require strategic data disclosure
in order to work” (2010, 926). He suggests a
balanced approach between overprotection and
under-regulation that gives space to emerging
social norms of data disclosure and protection
in the realm of social media instead of fixing
the now outmoded notice-and-choice system of
privacy protection. In a similar context, Tufekci
wishes for better “understanding of the process
of privacy optimization sought by students and
a dialogue about how we, as a society, wish to
draw the boundaries between public and private,
disclosure and withdrawal, and past choices and
future possibilities” (2008, 35). Brandimarte et al.
(2012) alert us about problematic implications
of the dominant control theory of privacy in
general and about measures that solely increase
users’ control over publication in particular.
They show that more subjective control can
paradoxically result in less privacy “in the sense
of higher objective risks associated with the
disclosure of personal information” (2012, 6).
Consequently, these authors prefer a rethought
concept of privacy that is not restricted to control
over personal information and remind us that
the further usage of once disclosed information
is a crucial, yet underrated, aspect of privacy
protection.

Future Directions: The Privacy
Paradox and Society

Although the PP can be observed in sociocultural
as well as political contexts, it is the economic
sphere, where the paradox is notably flagrant:
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“Commercial interests seek to maximize and
then leverage the value of consumer information,
while, at the same time, consumers voice
concerns that their rights and ability to control
their personal information in the marketplace are
being violated. However, despite the complaints,
it appears that consumers freely provide personal
data” (Norberg et al. 2007, 100). Norberg et al.
(2007, 100–101) underline that consumers are
constantly faced with the not-so obvious trade-
off between personalized products and services,
based on detailed customer profiles on the one
hand and the privacy encroachment that such
disclosure causes on the other.

In the literature, privacy is largely seen as an
individualistic issue (see, e.g., the privacy critique
in Lyon (1994), Etzioni (1999), Cohen (2012),
and Sevignani (2012)). The situation is, as it
is understandable from the review of existing
literature, similar with the related paradox: Most
of the proposed explanations and approaches to
the problem address the individual user and its
subjective control over personal data; user aware-
ness and knowledge rising is an important exam-
ple in this context. However, in order to better
understand paradoxes that occur on an individual
level, it might be meaningful to consider them in
a wider societal context.

Critical dialectical theory reminds us that “the
conception of the contradictory nature of societal
reality does not, however, sabotage knowledge
of it and expose it to the merely fortuitous.
Such knowledge is guaranteed by the possibility
of grasping the contradiction as necessary and
thus extending rationality to it” (Adorno 1976,
109). To situate the PP in a society analysis and
therefore extending rationality to it has, on the
one hand, the advantage that the PP appears and
becomes understandable in relation to further and
superordinated paradoxes and contradictions. For
instance, (Turow and Hennessy 2007, 300) high-
light users’ ambiguous perception of the roles
of institutional actors: “A key result is that a
substantial percentage of internet users believes
that major corporate or government institutions
will both help them to protect information pri-
vacy and take that privacy away by disclosing
information to other parties without permission”

(Turow and Hennessy 2007, 300). On the other
hand, such extension of view might provide evi-
dence that the PP is specific to capitalist societies
and their decision to organize crucial spheres of
life according to a logic that seeks to maximize
profits. Under this regime, people have to take
disadvantages into account in order to achieve the
advantages of SNS. This problem is exacerbated
particularly in a situation of SNS monopolies
lacking alternative, privacy-aware, and nonprofit-
oriented SNS (Chen and Michael 2012). For
example, users enjoy free access to SNS in order
to communicate and cooperate. In doing so, they
have to accept a loss of privacy since economic
surveillance is an inherent part of the business
model of commercial, advertising-funded SNS
(Fuchs 2011a, b; Sevignani 2013a).

Further research should therefore assess the
PP in its economic dimensions and relate it to
critical societal analysis in order to properly
understand the preconditions and heteronomies
within which the PP occurs. Potential solutions
of the PP should consequently go beyond
individualistic, user-centric approaches and
aim at altering the PP’s societal preconditions.
For instance, potential solutions would include
political regulation (legislation and enforcement)
that limits commercial use of personal data
and, even more important, the support of
alternative privacy-aware and noncommercial
SNS (Sevignani 2013b).
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Definition

Phishing is a kind of attack whereby an at-
tacker endeavors to steal sensitive information.
The technique is to direct the victim to provide
the information voluntarily under the pretence
that this information is requested by a legitimate
source. Phishing attacks are usually motivated
by the intention of stealing personal credit card
or personal bank account details via e-mails but
are also used for many other purposes always
depending on the situation and the needs of the
phisher. Social network phishing is the technique
of stealing users’ log-in and other sensitive per-
sonal information in online social network sites.

Introduction

Millions of personal computer users maintain a
profile in at least one online social network. It
would appear that the majority of users tend to
use online social networks more than they use
e-mails to communicate with their friends. This
trend has caught the attention of phishers, who
know that as the number of online users increases,
the number of potential victims for their attacks
increases as well. While this popularity is the
basic attraction of social networks for phishers,
social networks are also a choice area to focus
on: on the one hand, a scammed social network
profile allows more effective phishing targeting
of both the owner of the profile and her/his friends
with social engineering attacks, and on the other
hand, phishers can simply spam these victims
for advertisement and such apparent purposes,
in order to install malicious code or ensnare
them into a website. The most worrying issue
with regard to phishing in social networks is
that the majority of social network members
who have a profile are not aware of how real
the threat is and of how likely they are to
become victims. The degree to which phishing
has become widespread is clear from the fact
that it is possible to become a phisher without
advanced knowledge in computing, not counting
the plethora of free-access phishing tutorials
available on the Internet, or even on the popular

video-sharing website YouTube, to amateurs
more usually than not without good background
knowledge in computing. While such activities
might be perceived as harmless fun by amateur
phishers, professional phishers, on the other
hand, are extremely dangerous. Phishing comes
under identity theft crimes and the penalty is
heavy (CriminalDefenceLawyer.com 2012).

Historical Background

Phishers have been active for many years. Before
the technology boom, phishing techniques were
based on traditional forms of postal correspon-
dence, aiming at the fraudulent financial extortion
of victims in the guise of investment opportuni-
ties. The telephone subsequently replaced tradi-
tional correspondence, and it has now given way
to electronic mail (e-mail).

The first official use of the term “phishing”
was recorded back in 1996. The term is a variant
of “fishing” and probably influenced by the word
“phreaking” (Liberman 2004).

The first phishing incident of size targeted
the America Online (AOL) Network Systems in
1990. In order to open an account and have access
to AOL resources, one would have to provide
credit card details. Hackers created false AOL
accounts by using algorithms that generated fake
credit card numbers. AOL afterwards developed
tools to prevent this kind of attack, by testing
each given credit card number and by accepting it
only if it corresponded to a real bank credit card
account. As hackers were stopped from having
access to AOL resources, they devised another
way of getting access: by phishing legitimate
accounts from the users under the pretence that
they were employed by AOL.

Since then, phishing attacks have focused on
online banking, online auctions, and online social
network websites.

Scientific Fundamentals

Techniques
The simplest way of carrying out a phishing
attack on social networks is by using the profile
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cloning method: the profile of a victim is cloned
and used to send a friend request to her/his
friends. It is based on the expectation that a num-
ber of friends will accept these requests as they
will assume that the requester created a second
profile. Those friends that accept the request are
the target victims. A combination of friendship
responses and social engineering attacks gives
the phisher access to information which she/he
should not be allowed to access. In Bilge et al.
(2009) an automated system was devised that
uses a cross-site-cloning attack where victims’
contacts are stolen and used to build a realistic
fake profile in a social network in which the
victim has not yet registered. In Huber et al.
(2009) an automated system (a bot) was devised
that carried out classic social engineering attacks
in social networks: the idea is that the bot collects
data from profiles and, then using these social
data, designs and sends the social network users
personalized intelligent messages aimed at ma-
nipulating them.

Scamming an original profile is another way of
carrying out a phishing attack. This method im-
proves the success of a social engineering attack
by virtue of the fact that phishers are able to use
the original identity of the victim. Once a profile
has been scammed, the phisher can decide on the
strategy that she/he will follow next. In most of
the cases, mass spam or phishing messages will
follow this attack to the victims and the list of
their friends.

Table 1 summarizes all the different phishing
techniques that are surveyed in this entry.

Phishing Steps
The first step in phishing design is the lure. The
lure is the most important phase of the phishing
process because it determines to the largest extent
whether a user will fall victim of the attack. In
electronic phishing, the lure could be contained
in an e-mail, in a message, or in a malware
program. In every case, the form and the content
of the lure must be convincing. Consequently, the
lure consists of a convincing story and a URL
hyperlink that directs the victim to a website that
is under the control of the phisher. If the lure
is of a sufficiently high standard, it is possible

for even a user who is aware of the technique
and in a position to suspect that she/he is dealing
with a lure, to become a victim, just as with
the average user, as shown by a relevant survey
(Dhamija et al. 2006), in which 91 % of the
participants were convinced that a spoofed Web
banking site was legitimate. Lures are sent di-
rectly to an individual user, so if the phisher wants
to target users in mass, the success of her/his
attack will depend also on the number of user
profiles scammed.

The hook is the last step in the design of a
successful phishing attack. In the social networks
context, a phishing hook is a website that is a
copy of an authentic website. The hook is used
for stealing the log-in or other sensitive personal
information of the victim. When a victim enters
her/his personal details in a hook and attempts,
for example, to log in, there are two conceivable
scenarios: either the user becomes aware that
she/he is been scammed or she/he gets caught. In
the latter case, the time factor is to the advantage
of the phisher; in the former case, the time fac-
tor stands against the phisher, and the intended
victim may change her/his log-in details before
the scammer has time to get hold of them. A
relevant survey on phishing steps and techniques,
in Jakobsson and Myers (2006), is highly recom-
mended. Finally, it should be mentioned that it is
common for users to stick to the same password
across a range of websites that they use making
it thus easier for phishers to test the passwords
already in their possession to extend the Web of
their phishing and attack the users’ profiles in
sites of financial interest such as e-auction and
e-banking portals.

Sophisticated Techniques
There are techniques to increase the success of
a lure, for example, by creating a convincing
e-mail with company logos, achieving the de-
gree of formality that will deceive the victim.
In addition to this, phishing attacks also use
spoofing. This technique consists of sending an
e-mail with a fake id meant to look authentic,
which can be made possible since the Simple
Mail Transfer Protocol (SMTP) does not pro-
vide authentication. The lack of authentication in
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Online Social Network Phishing Attack, Table 1 The various phishing attack techniques that are surveyed in
this entry

Phishing attack technique Description

Social engineering attack Attack that relies on the psychological manipulation of the chosen victim

Classic phishing attack Sending an e-mail that seems legitimate and contains a hyperlink which directs
the victim to the attacker’s server

Profile cloning Creating a fake identity of a victim and using it for cheating her/his friends in
the same network

Cross-site cloning Creating a fake identity of a victim and using it for cheating her/his friends in
other social networks where the victim does not hold an account

Spam Sending a huge bulk of copied messages to an extremely large number of
recipients

Using an already scammed profile Stealing the original identity of a victim and using it for cheating her/his
friends

Spoofing Sending an e-mail that appears to be coming from an original legitimate source

DNS hijacking/DNS redirection Redirecting the resolution of Domain Name Systems (DNS) names to other
DNS servers

Phraming Hacking into an original DNS server and redirecting all the traffic to the
attacker’s server

e-mail technology makes it possible for anyone to
pretend to another’s identity, deceiving even the
experts.

Also, as mentioned above, a hyperlink is con-
tained in the lure; therefore, this link needs to
be appropriately selected in order to look like
a legitimate one. This link is the one with the
hook behind it and refers directly to a server that
is under the control of the phisher. If the link
differs significantly from the legitimate one, the
targeted user may become suspicious. Therefore
the competent phisher adds to the hyperlink with
the hook, the name of the company that provides
the original URL and some keywords to draw
the attention of their victim, such as “log-in” or
“update now.”

A more efficient approach still in the con-
text of this technique is a DNS attack whereby
phishers can use exactly the same hyperlink as
the original. DNS attacks are also termed hijack-
ing attacks (Internet Corporation for Assigned
Names and Numbers ICANN; Michelakis et al.
2004). They consist of two types of attacks. The
first type is when the attacker hacks a DNS server
and gains access to DNS records and subse-
quently modifies these, so that requests for the
genuine webpage will be redirected to the page
selected by the hacker, meaning that all the traffic
of the network that is served from this server is

under the control of the attacker. An online social
networking phisher directs to such a fake website
all the traffic that concerns the social network that
she/he is targeting. The range of the network traf-
fic that a hacker is able to control depends on the
DNS server that is hacked, since the higher it is in
the hierarchy, the bigger the network it is serving.
This kind of attack has been termed “pharming”
from the interpretation that if an attack against
a DNS server succeeds, the phisher will literally
harvest or “farm” the personal details of all the
users across the network, with the hacked DNS
server under her/his control. The danger which
such an attack represents, when successful, is to
be measured by the size of the network: the larger
the network, the more disastrous the potential
consequences.

The second type of hijacking attack is when
the perpetrator simply registers a domain name
similar enough to a legitimate one that users are
likely to type in, either by mistaking the actual
name or through a typo. One big issue that phish-
ers are called to confront is their trace. Their trace
depends on two factors: one regards the lure and
the other the hook. If the e-mail that contains the
lure is sent from a phisher’s personal computer,
it is possible that she/he will be traced, let alone
if this e-mail has been sent to thousands of in-
dividuals. To cover up her/his traces, the phisher
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usually uses peer-to-peer networks and, more
specifically, botnets that are collections of com-
promised computers by Trojan horses which the
phisher controls remotely. Botnets allow the easy
forwarding of e-mails by the phisher, since a
large number of computer systems are under
her/his control and the spread/promotion of “lure
e-mails” is extremely fast.

As mentioned above the hook URL forwards
the victim directly to a server that is under the
control of the phisher. Since a phisher cannot
use her/his computer address for fear of being
traced, she/he uses hacked computers as servers.
This can be proved a disadvantage: if the hacked
computer is located by the authorities, the phisher
will inevitably be traced during the next access
session for the purpose of collecting the results
of phishing.

Common Techniques
The majority of phishers are not in possession of
either the skills or the knowledge to use the tech-
niques referred above and therefore use easier
tactics albeit not so effective. The most common
of these tactics is an attack related to DNS and is
a “shortened URL method” (Chhabra et al. 2011).
It will be remembered that the hook, meaning the
phisher’s webpage, is loaded in a server. Some
servers allow anyone to load a webpage free of
charge and of control. While this is a welcome
convenience, two problems, however, confront
phishers: the first regards the danger of being
traced back, because these servers are known tar-
gets for these kinds of attacks. The other problem
is that these servers provide phishers with a huge
URL for their hook, which is likely to raise the
potential victims’ suspicion. With the shortened
URL method, there is a server that acts as a proxy
to the real server and provides the phisher with a
URL that is much shorter than the original one.
There are servers that provide this facility for
free, and they are easy to use for the average user.
Such servers make it possible for phishers to hide
their tracks more efficiently because the server
containing the webpage is not used directly but
indirectly. In addition, shortened URLs can more
easily beat filter mechanisms such as anti-spam

and anti-phishing. Another positive for the phish-
ers is that if their shortened hyperlink is marked
by anti-phishing filters as a phishing webpage,
the phishers can create new shortened URLs that
will be clear.

Consequences of Social Network
Phishing
Social network phishing stands as a major threat
to individuals and to society. The consequences
of social network phishing activity are consider-
able, with more than a billion users today using
online social networking sites. These are spread
geographically across countries and include also
users that extend their influence to entire commu-
nities, for example, politicians, journalists, and
generally people who are prominent in the media.

In Jagatic et al. (2007), sensitive information
was phished from a social network when an
e-mail was sent to the participants under the
pretence that it originated from a legitimate
source. In this study 72 % of the participants were
phished because the lure e-mail was supposed
to have been sent from a friend of the victim,
thus making it more attractive and convincing
than a lure from an unknown source. It is a
statistical fact (Gross and Acquisti 2005) that the
majority of the users’ profiles in online social
networks stores the real personal information of
the corresponding users, such as names, e-mails,
phone numbers, family status, dates of birth or
birthdays, work and professional information,
education, religion, current addresses, travelling,
habits, preferences, and much more information
that can be of use in a social engineering attack.
By default settings this sensitive information
is visible to friends, possibly across all social
networks. Therefore a scammed profile with
many contacts is a significant social information
database. This information can be downloaded by
either a manual or an automated process (Nazir
et al. 2008), for example, when the victim has
installed an application that is under the control
of the attacker. Again, a manual or an automated
process with a specialized software can then be
used to devise specific lures targeting all these
new contacts. E-mail addresses collected from a
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social network’s database, for example, can be
used for sending the corresponding users a mass
e-mail, with the lure content. As for the subject
of the content of the lure e-mail, the phisher
may prefer an issue that a large number of users
connected by friendship share in common (of
course, the success rate of this attack will depend
also on the use of the abovementioned phishing
tactics). The phisher needs then to repeat the
same or a similar strategy to the contacts of these
contacts, and this process can go on infinitely.
When a phisher collects an important number of
scammed profiles of unsuspicious users, she/he
can implement phishing tactics to phish the
information she/he wants, for example, credit
cards or bank accounts, systematically enhanced
with social information. A victim that has already
been phished in a social network domain will be
easily also phished in other domains as well.

Anti-phishingMeasures
In phishing attacks phishers usually do not use
malicious code for their purposes and so the
existing security mechanisms cannot confront
this threat with a good success rate. Many
anti-phishing applications have recently been
developed such as (Cranor et al. 2006; Zhang
et al. 2007) and some anti-spam applications
such as TechTarget (2013). Most of these usually
operate in collaboration with existing databases
of blacklisted URLs, such as the Phishtank
(2013), which is based on online URL scan. Some
other of these databases can filter even shortened
URLs (Evans 2011). In addition to these systems
which are able to limit to a certain extent the
phishing phenomenon, social network sites use
also their own protocol to ensure security and
privacy. For example, Facebook sets a limit on the
number of friend requests that a user may issue
in a specific time period, meaning that every user
can add only a specific number of new friends
to her/his friend list in this specific time period,
setting thus limitations to the automatic creation
of malicious user profiles. Users can also report
other users as malicious for the administrators to
check the incident.

Beyond the scope of the technical measures
that the security officers of an online social
network can take to protect its users against
phishing (McGeehan 2009), individuals carry
themselves the major share of responsibility.
Companies nowadays go to considerable expense
to educate their employees in the matter of
security (Gordon et al. 2006). Some of these
companies, in order to keep their employees
in a state of awareness and preparedness, train
employees by sending them fake e-mails with
a phishing content, an example of which is the
Phishme application (PhishMe 2013) that creates
fake e-mails and sends them to a given list of
recipients, keeping records on the recipients who
fall in the phisher’s trap. Phishing awareness
has also been conducted in a classroom setting,
producing good results (Robila and Ragucci
2006). Much anti-phishing education material
(Anandpara et al. 2007; Kumaraguru et al. 2007)
and online phishing tests (SonicWALL 2013)
are available to learn distinguishing between
phishing and legitimate e-mails and websites.
The common advice that prevails is to be aware of
suspicious e-mails and hyperlinks and to always
access a website by typing into the Web browser
its real address. Measures will both reduce the
threat to individual users and the effect of the
phenomenon as a whole. Concluding, social
networks should seriously consider limiting
the personal data of a user profile that are
visible to the public and to the friends list,
especially in the default privacy settings of the
profile.
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Glossary

Self-Censoring To consciously limit the content
of comments and posts to avoid controversial
topics

Obfuscation To preserve privacy by producing
misleading, false, or ambiguous data with the
intention of confusing an adversary or simply
adding to the time or cost of separating bad
data from good

Impression Management Maintaining a desired
social presence, which includes adjustments
and behavioral changes in response to feed-
back within a social setting

Socio-technical A concept that examines activity
with the understanding that it is influenced by
both social and technical factors

Definition

Online social network privacy management
describes the strategies participants in online
social networks follow, in order to benefit
from involvement in an online community
while controlling the risks of unintended
information leakage. Online social network
privacy management is a socio-technical process
that combines the use of technology-based
privacy tools along with behavioral mechanisms
to control information flow.

Boyd and Ellison define online social net-
works as “web-based services that allow indi-
viduals to (1) construct a public or semi-public
profile within a bounded system; (2) articulate
a list of other users with whom they share a
connection; and (3) view and traverse their list of
connections and those made by others within the
system” (2007). Online privacy incidents often
result from an individual revealing information
to unintended audiences. The ability to traverse
social networks also enables information to leak
across contexts. When others in your network dis-
close information about you, this is an extremely
difficult problem to manage, because the pri-
vacy problem results from the actions of others,
beyond the control of individual privacy settings.

Given the leaky nature of online social net-
works, individuals must undertake sophisticated
strategies to control information flow across con-
texts (Chen and Michael 2012). One example is
the construction of multiple profiles (identities)
in an online social network, in order to present
separate profiles to different audiences (Stutzman
and Hartzog 2009). This strategy can be con-
strained by the specified Terms of Service (TOS)
of online social networks that require participants
to use their “real name” (e.g., Facebook) and
prohibit multiple accounts. This strategy and its
challenges demonstrate the socio-technical na-
ture of online privacy management.

The use by teenagers of online social networks
has been the subject of public concern and
extensive study. Boyd and Marwick (2011)
report that teenagers follow varied practices
to manage their online privacy. Rather than
specifically depending on technology-based
tools, teenagers use behavioral mechanisms,
such as self-censoring or obfuscation that keep
communication within the intended scope of
the interaction. Teenagers may resumé-ify their
profiles, pitching their self-presentation to those
who have power over their future. This is
an adult-approved approach, but one that is
disconnected from teens’ social dynamics, that
prioritizes socialization over adult acceptance.
Another technique is the use of false names
and information in their profile. This is also
encouraged by adults, without thought as to
what it means to suggest lying to solve social
woes.

In considering online privacy management,
it is important to recognize the cognitive
complexity of privacy management in everyday
life (Dwyer 2008). Privacy management involves
the selection of what information is shared
with other parties, in order to cultivate a
specific public reputation. It is a complex
task that evolves during years of socialization.
The evolution of privacy management within
children has been noted. For example, when
a child first comprehends they are naked
in a public space is marked as a cognitive
milestone.
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Privacy management involves real-time
information boundary management decisions
(Petronio 2002). Studies in the area of cognitive
psychology have found that privacy management
decisions are constrained by cognitive limitations
due to the need to make judgments quickly
(Carey and Burkell 2009). We can think of people
applying the same “bounded rationality” (Simon
1955) to privacy management decisions that are
applied to other types of decisions.

Online privacy management is increased
in complexity by several properties of online
information flow. Boyd describes four charac-
teristics of information shared in online social
networks relevant to privacy management (2007):
(1) information shared online is searchable;
(2) information persists in these spaces beyond
the life of an encounter; (3) information can
be replicated or copied, making it difficult to
determine validity; and (4) information shared is
public to unknown and unknowable audiences.

In managing their online interactions, indi-
viduals grapple with tensions between present-
ing their identity and managing their privacy.
Research has shown a gap between individual’s
perceptions of their level of privacy, compared to
the actual availability of their profile data (Made-
jski et al. 2011). People do share information
about themselves online even if they perceive
privacy risks. It is more than a simple cost-benefit
analysis. There is no way to calculate the “value”
of a social relationship in a tangible way, so that
it can be weighed against the risk of privacy
problems (Dwyer and Hiltz 2008). Risk cannot
be simply measured, and behavioral economists
show that people are very poor judges of risk
(Carey and Burkell 2009).

Participants in online social networks consider
privacy management to be their own responsi-
bility: “I don’t post anything that is private.”
They do not just rely on the privacy tools pro-
vided by online social networks (Madden 2012).
Instead individuals have developed blended ap-
proaches that combine the use of technology with
behavioral strategies (Collins et al. 2012). Future
development of privacy management tools will be
more successful if they are designed from a socio-
technical perspective.
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Ontology Alignment

�Ontology Matching

Ontology Matching

Pavel Shvaiko
Informatica Trentina SpA, Trento, Italy

Synonyms

Ontology alignment; Schema matching

Glossary

OM Ontology matching
OAEI Ontology alignment evaluation initiative

Definition

The matching operation determines an alignment
A0 for a pair of ontologies O1 and O2. Thus,
given a pair of ontologies, which can be very
simple and contain one entity each, the matching
task is that of finding an alignment between these
ontologies. There are some other parameters that
can extend the definition of matching, namely, (i)
the use of an input alignment A, which is to be
extended or completed; (ii) the matching parame-
ters, for instance, weights or thresholds; and (iii)
external resources, such as common knowledge
and domain-specific thesauri, see Fig. 1.

An alignment is a set of correspondences be-
tween entities belonging to the matched ontolo-
gies. Alignments can be of various cardinalities:
1:1 (one-to-one), 1:m (one-to-many), n:1 (many-
to-one), or n:m (many-to-many).

Given two ontologies, a correspondence is a
3-uple:

he1; e2; ri;
such that:
• e1 and e2 are entities, e.g., classes and prop-

erties, of the first and the second ontology,
respectively.

• r is a relation, e.g., equivalence .D/, more
general .w/, disjointness .?/, and holding
between e1 and e2.

O1

O2

A matching A

parameters

resources

Ontology Matching, Fig. 1 The ontology matching
operation
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The correspondence he1; e2; ri asserts that the
relation r holds between the ontology entities
e1 and e2. For instance, hBook;Monograph;wi
asserts that Book in O1 is more general (w) than
Monograph in O2. Correspondences have some
associated metadata, such as the correspondence
author name. Another frequently used metadata
element is a confidence in the correspondence,
which is typically in the Œ0; 1� range. The higher
the confidence, the higher the likelihood that
the relation holds (Euzenat and Shvaiko 2007;
Shvaiko and Euzenat 2013).

Illustrative Example

In order to illustrate the matching problem, let
us use the two simple ontologies O1 and O2,
which are presented in Fig. 2. Classes are shown
in rectangles with rounded corners, e.g., in O1,
Book being a subclass of Product, while relations
are shown without the latter, such as price being
an attribute defined on the integer domain and
creator being a property. Albert Camus: La chute is
a shared instance. Correspondences are shown as
thick arrows that connect an entity fromO1 with
an entity from O2. They are annotated with the
relation that is expressed by the correspondence,
for example, Person in O1 is less general (v)
than Human in O2.

Let us suppose that an e-commerce company
acquires another one. Technically, this acquisi-
tion requires the integration of their information
sources and, hence, of the ontologies of these
companies. The documents or instance data of
both companies is stored according to ontologies
O1 and O2, respectively. In our example these
ontologies contain subsumption statements, prop-
erty specifications, and instance descriptions. The
first step in integrating ontologies is matching,
which identifies correspondences, namely, the
candidate entities to be merged or to have sub-
sumption relationships under an integrated on-
tology. Once the correspondences between two
ontologies have been determined, they may be
used, for instance, for generating query expres-
sions that automatically translate instances of
these ontologies under an integrated ontology.
For example, the attributes with labels title in O1

and in O2 are the candidates to be merged, while
the class with label Monograph in O2 should be
subsumed by the class Product in O1 (Shvaiko
and Euzenat 2013).

The www.OntologyMatching.org contains
links to a number of ontology matching projects
which provide code for their implementations of
the matching operation. Some examples include
Alignment API (David et al. 2011) or S-Match
(Shvaiko et al. 2009). In turn, a large collection
of data sets commonly used for experiments
can be found at http://oaei.ontologymatching.
org, namely, Ontology Alignment Evaluation
Initiative (OAEI), which is a coordinated
international initiative that organizes annual
evaluations of the increasing number of matching
systems (Euzenat et al. 2011).

Key Applications

Ontology matching is an important operation in
traditional applications, e.g., ontology evolution,
ontology integration, data integration, data ware-
houses, or the recently raised linked data (Noy
and Klein 2004; Isaac et al. 2009; Melnik 2004;
Doan and Halevy 2005; Bellahsene et al. 2011;
Gal 2011; Heath and Bizer 2011). These applica-
tions are characterized by heterogeneous models,
e.g., database schemas or ontologies, which are
analyzed and matched manually or semiautomat-
ically at design time. In such applications, match-
ing is a prerequisite to running the actual system.

There are some emerging applications that can
be characterized by their dynamics, such as peer-
to-peer information sharing, Web service com-
position, or query answering (Montanelli et al.
2011; Vaccari et al. 2012; Chang 2009). Such
applications, contrary to traditional ones, require
(ultimately) a run time matching operation and
often take advantage of more explicit conceptual
models (Shvaiko and Euzenat 2005).

Cross-References

�Graph Matching
�Linked Open Data

www.OntologyMatching.org
http://oaei.ontologymatching.org
http://oaei.ontologymatching.org
http://dx.doi.org/10.1007/978-1-4614-6170-8_100660
http://dx.doi.org/10.1007/978-1-4614-6170-8_111
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OntologyMatching, Fig. 2 Two simple ontologies and an alignment

� Service Discovery
�Web Ontology Language
(OWL)
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(eds) Encyclopedia of database systems. Springer,
New York/London, pp 784–788

David J, Euzenat J, Scharffe F, Trojahn C (2011) The
Alignment API 4.0. Semant Web J 2(1):3–10

Doan A, Halevy A (2005) Semantic integration research
in the database community: a brief survey. AI Mag
26(1):83–94

Euzenat J, Shvaiko P (2007) Ontology matching. Springer,
Berlin/New York

Euzenat J, Meilicke C, Stuckenschmidt H, Shvaiko P,
Trojahn C (2011) Ontology alignment evaluation
initiative: six years of experience. J Data Semant
XV:158–192

Gal A (2011) Uncertain schema matching. Morgan &
Claypool, San Rafael

Heath T, Bizer C (2011) Linked data: evolving the web
into a global data space. Morgan & Claypool, San
Rafael

Isaac A, Wang S, Zinn C, Matthezing H, van der Meij L,
Schlobach S (2009) Evaluating thesaurus alignments
for semantic interoperability in the library domain.
Intell Syst 24(2):76–86

Melnik S (2004) Generic model management: concepts
and algorithms. Springer, Berlin/New York

Montanelli S, Bianchini D, Aiello C, Baldoni R, Bolchini
C, Bonomi S, Castano S, Catarci T, Antonellis VD,
Ferrara A, Melchiori M, Quintarelli E, Scannapieco M,
Schreiber FA, Tanca L (2011) The ESTEEM platform:

enabling p2p semantic collaboration through emerging
collective knowledge. J Intell Inf Syst 36(2):167–195

Noy N, Klein M (2004) Ontology evolution: not the same
as schema evolution. Knowl Inf Syst 6(4):428–440

Shvaiko P, Euzenat J (2005) A survey of schema-based
matching approaches. J Data Semant IV:146–171

Shvaiko P, Euzenat J (2013) Ontology matching: state of
the art and future challenges. Trans Knowl Data Eng
25(1):158–176

Shvaiko P, Giunchiglia F, Yatskevich M (2009) Semantic
matching with S-Match. In: Virgilio RD, Giunchiglia
F, Tanca L (eds) Semantic web information manage-
ment. Springer, Berlin/London, pp 183–202

Vaccari L, Shvaiko P, Pane J, Besana P, Marchese M
(2012) An evaluation of ontology matching in geo-
service applications. GeoInformatica 16(1):31–66

Open Encyclopedia

�Wikipedia Collaborative Networks

Open Innovation Social Networks

�Social Networking for Open Innovation

Open Source

�Gephi

http://dx.doi.org/10.1007/978-1-4614-6170-8_121
http://dx.doi.org/10.1007/978-1-4614-6170-8_113
http://dx.doi.org/10.1007/978-1-4614-6170-8_113
http://dx.doi.org/10.1007/978-1-4614-6170-8_103
http://dx.doi.org/10.1007/978-1-4614-6170-8_342
http://dx.doi.org/10.1007/978-1-4614-6170-8_299


O 1212 Opinion Diffusion and Analysis on Social Networks

Opinion Diffusion and Analysis on
Social Networks

Cheng-Te Li, Hsun-Ping Hsieh,
Tsung-Ting Kuo, and Shou-De Lin
Graduate Institute of Networking and
Multimedia, National Taiwan University,
Taipei, Taiwan

Synonyms

Opinion mining; Preference propagation;
Sentiment detection and analysis; Topic
information diffusion

Glossary

Microblogging A broadcast medium in the form
of blogging

Diffusion The process by which a new idea or
new product is accepted by people

Sentiment Feelings and emotions
Preference An individual’s attitude toward a set

of objects

Introduction

With the bloom of the social networking and
microblogging services, such as Facebook, Twit-
ter, and LinkedIn, people can easily express their
feelings and share ideas with friends. Through
these services, messages posted by some persons
can be seen, responded, or even broadcasted by
others. It can be viewed as that through a social
network service, opinions and the useful informa-
tion are propagated from one to the other. With
the time proceeds, opinions can be spread and
evolved in a social network.

In this entry, we aim to review a number
of studies discussing opinion detection, spread,
and change on social networks. The existing
studies about opinion mining on social networks
can be categorized into three categories: (1)
topic-based information diffusion, (2) preference

propagation, and (3) sentiment detection. Given a
topic (e.g., a news topic, an event, a public figure,
a hyperlink, a picture, or video clip), the first task
aims at modeling the diffusion of different topics
in a social network (e.g., Petrovic et al. 2011; Zhu
et al. 2011) and determines which nodes and links
are important for the topic-based information
diffusion (e.g., Budak et al. 2011; Leskovec
et al. 2007). Second, by considering the personal
preference (e.g., voting candidates in elections,
choosing brands of certain commercial object,
and coordinating ideas when making decisions)
as an individual’s opinion, researchers have
been trying to model the spread of preference
over individuals in a social network (e.g., Lou
et al. 2013; Liu 2009). Finally, considering the
sentiments (e.g., positive, negative, neutral; joy,
surprise, sadness, anger, fear) of microblogging
short messages, the third type of tasks aims to
automatically detect the sentiment for a message,
a person, or even a group of individuals (e.g.,
Go et al. 2009; Li et al. 2011). Next, we will
cover some background on information diffusion
and sentiment detection before moving into the
discussion of the above three types of tasks.

Historical Background

Opinion diffusion and analysis usually require
the integration of two major components: opinion
analysis and information diffusion. Below, we
will first introduce each of them independently.

Information Diffusion on Networks The dif-
fusion of information on social networks has
been studied for decades. Generally, the pro-
posed strategies are either model driven or data
driven. The model-driven strategies tend to ex-
plain the diffusion behavior using certain manu-
ally crafted, usually intuitive, models. Note that
the past diffusion data are generally not fully ex-
ploited inside those models. For instances, mod-
els such as independent cascade (IC) model and
linear threshold (LT) model (Kempe et al. 2003)
are the foundation for a number of more sophis-
ticated diffusion models. In the IC model, binary
signal is propagated within a network with certain

http://dx.doi.org/10.1007/978-1-4614-6170-8_100881
http://dx.doi.org/10.1007/978-1-4614-6170-8_100779
http://dx.doi.org/10.1007/978-1-4614-6170-8_100780
http://dx.doi.org/10.1007/978-1-4614-6170-8_100781
http://dx.doi.org/10.1007/978-1-4614-6170-8_100781
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probability to activate other nodes. In the LT
model, a real-value weight is propagated through
the network while nodes that receive information
surpassing a given threshold are considered as ac-
tivated. On the other hand, the data-driven strate-
gies usually utilize learning-based approaches to
predict the future propagation given historical
records of prediction (Fei et al. 2011; Galuba
et al. 2010; Petrovic et al. 2011). Data-driven
strategies usually fit the observation better com-
paring with the model-driven approaches due to
its consideration of the past diffusion behavior
(Galuba et al. 2010).

Sentiment Analysis The development of more
sophisticated machine learning techniques
together with the advance of the computational
capability as well as the emergence of Internet
provides the means and the massive data for
researchers to design effective sentiment analysis
methods (Pang and Lee 2004), which aims to
identify certain feelings for the given text. The
most commonly used sentiment is the polarity,
positive or negative. There are more fine-grained
sentiments such as “joy,” “sad,” “angry,” and
“fear.” The traditional study of sentiment analysis
in natural language processing can be viewed
from three levels: document level (Pang and Lee
2008), sentence level (Kim and Hovy 2004), and
world/phrase level (Esuli and Sebastiani 2006).
To detect the sentiments of any given texts, most
of existing studies focus on investigating diverse
kinds of features (especially on lexical features)
or design novel supervised learning methods for
sentiment classification (Esuli and Sebastiani
2006; Kim and Hovy 2004; Pang and Lee 2004,
2008).

Topic-Based Information Diffusion
Topic-based information diffusion brings some
new challenges to opinion mining on social net-
works. It aims to investigate how social relation-
ships and content information interact with each
other to affect the spread of topic information
on social networks (Fei et al. 2011; Petrovic
et al. 2011; Zhu et al. 2011), especially on the
prediction of future diffusion of a certain topic.
Specifically, many researches focus on predicting

which messages are diffused to which neighbors
in the network, given a certain topic. Most of ex-
isting studies assume that in order to train a model
and predict the future diffusion of a topic, it is re-
quired to obtain historical records about how such
topic had propagated in a social network. Petro-
vic et al. (2011) devise a time-sensitive passive-
aggressive algorithm, which maintains a linear
decision boundary to make the binary retweeting
decision of the old topic (i.e., be retweeted or
not be retweeted) in Twitter. Given a tweet, Zhu
et al. (2011) design a logistic regression model to
predict the retweeting decision of each user in the
Twitter social network and eventually conclude
that time decay can significantly affect the users’
retweet behavior.

Some researchers, however, argue that a more
realistic application in this direction is to forecast
the propagation of novel or unseen topics (Kuo
et al. 2012). For example, a company would like
to know which users are more likely to be the
source of “viva voce” of a newly released product
for advertising purpose. A political party might
want to estimate the potential degree of responses
of a half-baked policy before deciding to bring it
up to public. To achieve such goal, it is required
to predict the future propagation behaviors of a
topic even before any actual diffusion happens on
this topic (i.e., no historical propagation data of
this topic are available). Lin et al. (2011) propose
a model-driven idea aiming at predicting the
inference of implicit diffusions for novel topics.
Kuo et al. (2012) propose a data-driven approach
focusing on the prediction of explicit diffusion
behaviors. Despite that no diffusion data of novel
topics is available, their model extracts the latent
information from data of known topics to for
prediction.

OpinionDiffusion Analysis
Besides diffusion prediction, some researchers
have worked on other kinds of topic-driven or
topic-free opinion diffusion analysis on social
networks. One common purpose is to design
algorithms that can find important nodes that play
critical roles of diffusion. Leskovec et al. (2007)
propose to detect a set of social sensors such
that their placements can efficiently detect the
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propagation of certain user-given topic in a social
network. Lappas et al. (2010) propose to find
a set of effectors that can faithfully reproduce
the given active nodes observed by a certain
topic campaign in a social network. Budak et al.
(2011) propose to find a set of protectors, when a
certain topic campaign is broadcasted over social
network, to minimize the number of individuals
that adopt the misinformation. Chen et al. (2011)
model how the positive and negative topical in-
fluences compete to active and inactive nodes and
then how to find a seed set to maximize the pos-
itive topical influence spread. Singer (2012) con-
siders the fact that people have different interests
and costs to become early adopters and integrates
such idea into the selection of seed nodes in the
influence maximization problem. Kimura et al.
(2009) alternatively propose a method to find a
limited number of links to block in a network for
minimizing the propagation of undesired topical
things, such as computer virus and malicious
rumors. Scripps et al. (2007) propose to find a set
of bridging nodes which can maximize the influ-
ence spread of diverse topical communities. Er-
dos et al. (2012) propose a way to find a set of fil-
ter nodes responsible for removing the redundant
topics relayed through them, such that the infor-
mation multiplicity phenomenon is minimized.

Preference Diffusion
With the success of viral marketing, people bene-
fit from the power of crowd opinions and believe
that individual options or preferences could be
highly affected by acquaintances even though in-
dividuals generally possess intrinsic preferences.
For example, in an election, people would argue
and even attempt to convince others for their
favorite candidates. With the rise of social net-
working service, people create and reply posts to
promote their favorite candidates to the public. In
this case, it is the preference toward some candi-
dates that is propagated from some people to oth-
ers and diffused over people in a social network.
Up to date, there are only a few computational
approaches with systematic and quantifiable stud-
ies on preference diffusion. Nevertheless, being
able to model the human preference does pos-
sess its own value in the real-world applications.

Social scientists might wonder how the opinion or
preference exchange between friends can affect
each other’s evaluation on an object. In commer-
cial areas, campaign companies can benefit from
effective promotion of an item given a limited
budget through a social network.

Bartholdi et al. (1992) first investigate the pro-
cess to determine needed actions by the organizer
to change candidates for manipulating election
result. It is recognized as the classical social
choice theory. However, they do not propose any
computational models for the propagation and
negotiation of preference between voters. Gib-
bard (1973) and Satterthwaite (1975) show that
every election scheme with at least three possible
outcomes is subject to individual’s manipulation.
The minority can manipulate the group decision
to have a preferred outcome. However, their mod-
els assume that the individuals are independent
of each other. Nevertheless, these works open
the door for future research about preference
diffusion.

Researchers quickly find that traditional
information diffusion models such as LT and IC
models cannot be adopted directly for preference
diffusion. Liu (2009) attempted to check whether
the preference distribution of an individual
changes if the number of political experts in a
social network increases. They use an agent-
based model for simulation. In their model, the
agent maintains a binary value toward a candidate
(instead of a real value or ranking), and the
model simply propagates such values to the other
agents in the matrix of candidates. Yoo et al.
(2009) propose a semi-supervised importance
propagation model. Their idea is to add the
original preference score of the candidate into the
accumulated score obtained from the neighbors.
The above solutions only partially handle the
preference diffusion problem as the media for
propagation in their frameworks are either binary
or real values; while in the preference diffusion
problem, each social entity possesses its own
preference toward a set of candidates; therefore,
it is a preference list that needs to be propagated
in the network.

Lou et al. (2013) later design a framework
to model the preference diffusion on social
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networks. They argue that a proper preference
diffusion model should satisfy some properties:
hyper-dimensional media, input dependency,
deterministic convergence, and consensus. The
properties are intuitively inspired by the natural
real-world phenomena and are summarized as
follows. First, the media (which represents
preference toward different candidates) should
be propagated throughout the process being a
real-valued vector that sums to one, because
in the real world, each node (or individual)
usually has equal right in casting votes. Second,
the preference distribution should be affected
significantly by the initial intrinsic preference
as well as the social network topology. Finally,
the diffusion should converge eventually, and the
common trends in the real world would finally
appear after a great number of interactions. They
proposed a preference diffusion model that can
satisfy all properties among the existing models
at present.

Sentiment Detection onMicroblogs
With the popularity of online microblog ser-
vices such as Facebook and Twitter, there are
increasing amount of data available facilitating
the study on sentiment analysis on this platform
(Barbosa and Feng 2010; Bollen et al. 2010).
Microblogging services generally possess some
signature properties that are different from con-
ventional weblogs and forum (Li et al. 2011).
First, microblogs deal with almost real-time mes-
saging, including instant information, expression
of feelings, and quick ideas. It also provides a
source of crowd intelligence that can be used to
investigate common feelings or potential trends
about certain news or concepts. However, such
real-time property can lead to the production of
an enormous number of messages that recipients
must digest. Second, microblogging is time trace-
able. The temporal information is crucial because
contextual posts that appear close together are, to
some extent, correlated. Third, the style of mi-
croblogging posts tends to be conversation based
with a sequence of responses. This phenomenon
indicates that the posts and their responses are
highly correlated in many respects. Fourth, mi-
croblogging is social influenced. Posts from a

particular user can also be viewed by his/her
friends and impact them (e.g., the empathy effect)
implicitly or explicitly. Therefore, posts from
friends in the same period may be correlated
sentiment-wise as well as content-wise.

The sentiment detection on social networks
can be defined as to determine the sentiment asso-
ciated a length-limited microblog post. The main
strategies of microblog sentiment detection (Go
et al. 2009; Li et al. 2009; Bartholdi et al. 1992;
Bermingham and Smeaton 2010; Bifet and Frank
2010; Davidov et al. 2010; Pak and Paroubek
2010; Sun et al. 2010) can be divided into two
categories. The first focuses on feature engineer-
ing to investigate various textual and linguis-
tics features (e.g., n-gram, POS tagging, prior
subjectivity and polarity of words, punctuation,
word pattern) or other generic feature (e.g., URL,
hashtag, emoticon). The second investigates dif-
ferent kinds of learning algorithms. The com-
monly used methods for detecting sentiments
are either unsupervised (e.g., keyword match-
ing and k-nearest neighbor, KNN) or supervised
(e.g., probabilistic graphical models, discrimi-
nant models). Here, we summarize the related
works from the perspective of features and learn-
ing methods using Table 1.

In general, supervised methods have better
performance on sentiment detection. Such ap-
proach has heavy demand on the quality of train-
ing data. Therefore, it becomes crucial to be
able to generate accurate sentiment labels for
microblog posts. The most common approach for
labelling the microblog posts is using emoticons,
which is a kind of facial expression composed of
characters, such as :-), :-o, :-D, :-(, and ˆˆ Read
(2005) and Go et al. (2009) use emoticons to label
Twitter data as positive or negative sentiment
automatically. As a result, a great number of
labelled training data can be obtained. Recent
advances also follow such labelling approach
(Bifet and Frank 2010; Davidov et al. 2010; Pak
and Paroubek 2010; Sun et al. 2010).

Most of the above works consider only the
post content as features for sentiment detection.
More recently, Li et al. (2011) improve the
performance through considering three advanced
features: response factor, contextual factor, and
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Opinion Diffusion and Analysis on Social Networks, Table 1 Summary of related works that detect sentiments in
microblogs

Feature Method

Pak and Paroubek (2010) Statistic counting of adjectives Naive bayes

Riley (2009) n-grams, smileys, hashtags, replies,
URLs, usernames, emoticons

Naive bayes

Go et al. (2009) Usernames, sequential patterns of
keywords, POS tags, n-grams

Naive bayes, maximum
entropy, SVM

Li et al. (2009) Several dictionaries about different kinds
of keywords

Keyword matching

Bartholdi et al. (1992) Retweets, hashtag, replies, URLs,
emoticons, uppercases

SVM

Sun et al. (2010) Keyword counting and Chinese
dictionaries

Naive bayes, SVM

Davidov et al. (2010) n-grams, word patterns, punctuation
information

k-nearest neighbor

Bermingham and Smeaton (2010) n-grams and POS tags Binary classification

social factor. First, they believe the sentiment
of a post is highly correlated with (but not
necessary similar to) that of responses to
the post. For example, an angry post usually
triggers angry responses, but a sad post usually
solicits supportive responses. Second, they
assume that the sentiment of a microblog post
is correlated with the author’s previous posts
(i.e., the “context” of the post). Third, they also
assume that the friends’ sentiments are correlated
with each other. This is because friends affect
each other, and they are more likely to be in
the same circumstances, and thus enjoy/suffer
similarly. Eventually, Li et al. devise a Markov
transition model to integrate such information
(i.e., response, contextual, and social) and obtain
a better performance on detecting sentiments in
microblogging social networks.

In addition, there are some variations on mi-
croblog sentiment detection. Jiang et al. (2011)
aim to detect the sentiment of posts given a
certain given topic, such as “Obama” and “iPad.”
They propose several rules to generate topic-
dependent features. Taking the message “I love
iPad” as an example, they create and use the
word pattern “love ipad” as a composite feature.
Calais et al. (2011) employ the transfer learning
technique to detect the sentiment for a query
topic. They first learn the bias of users toward the
specific topic and transfer the information learned

to the problem of sentiment classification of pos-
itive and negative sentiment in the microblogging
social network.

Future Directions

• Topic-Based Information Diffusion
– Considering topics evolve over time, one

possible future direction is to model and
track the change and diffusion of the topic
of interest on a social network.

– Exploiting the topic-based information dif-
fusion for other kinds of social network
analysis tasks such as community detection
and link prediction.

– Most of the existing topic-based informa-
tion diffusion models assume homogeneous
social network, while how to expand them
to heterogeneous social networks can be a
promising future direction.

• Preference Diffusion
– Integrating the personal attributes and so-

cial content into the modeling of prefer-
ence diffusion rather than assuming each
person’s preference or interests are pro-
vided in advance.

– As the existing methods for preference dif-
fusion are mostly model driven, it is prefer-
able to see the development of certain data-
driven approach for this task.
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• Sentiment Detection
– Analyze the relationship between topic dif-

fusion and sentiment diffusion on social
networks.

– Brainstorm useful applications for
microblog sentiment detection (e.g.,
opinion leader identification, social-based
advertisement).

– Incorporating natural language processing
methods to handle slangs, jargons, or any
new form or writing derived due to the
space limitation of microblog posts.
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Synonyms

ORA; *ORA; ORA-NetScenes; ORA toolkit

Glossary

Social Network Analysis Graphical, statistical,
and visualization metrics, algorithms, and
techniques for analyzing structural data that
can be represented as nodes and relations.
Social network analysis is also referred to as
network analysis, dynamic network analysis,
network science, SNA, and DNA

Social Media Data generated by online social
networking tools such as Twitter, Facebook,
or Foursquare. Social media networks are net-
works derived from social media data such as
the Twitter retweet network. Social media are
also referred to as online sources, open source,
and e-media

Dynamic Networks Networks that vary through
time. An example is the network of who talks
to whom within a company by day. Dynamic

networks are also referred to as temporal net-
works, time variant networks, and dynamical
networks

Spatial Networks Networks embedded in space
such that each node has one or more locations
at which it occurs. An example is the network
of who interacts with whom among political
activists such that each activist is also linked
to the locations at which they have taken
part in demonstrations. Spatial networks are
also referred to as geo-spatial networks,
geo-intelligence networks, geographical
networks, networks through space, and
spatially embedded networks

Meta-Networks A network of networks in which
there are generally multiple classes of nodes
and multiple classes of links. Meta-networks
are also referred to as high-dimensional
networks and geo-temporally embedded
meta-networks

Definition

ORA: A network analysis toolkit for graphical,
statistical, and visual analytics on both social
networks and high-dimensional networks that can
vary by time and/or space. ORA is a full function
network analytics package that supports the user
in creating, importing, exporting, manipulating,
editing, analyzing, comparing, contrasting, and
forecasting changes in one or more networks.
ORA is a multi-platform network toolkit that can
operate in stand-alone mode or as a service within
a web architecture.

ORA ID card:
* Tool name, title – ORA
* Creation year – 1995
* Author – Kathleen M. Carley
* Scope – general
* Copyright – academic student version, com-

mercial full professional version
* Type – program
* Size limits – over one million nodes in batch
* Platforms – PC, LINUX, and MAC
* Programming language – Java GUI and C++

backend
* Orientation – multi-disciplinary
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Introduction

ORA is a network analytic tool developed by
CMU and Netanomics that allows the user to
fuse, analyze, visualize, and forecast behavior
given network data. Using ORA the user can
reason about networks at the node, group, or
network level. ORA includes a wide range of
capabilities that supports multiple types of anal-
yses; e.g., the user can analyze a social network
using standard social network metrics; examine
geo-temporal networks; identify key actors, key
topics, and hot spots of activity; identify commu-
nities, subgroups, and patterns of interest; exam-
ine changes in which nodes are key; and examine
changes in group membership. ORA is designed
to support the analysis networks that vary in size
(e.g., from small to large networks) and type
(e.g., the networks can be social, communication,
semantic, task, or other), and the networks can
be high dimensional, aka meta-networks, that are
dynamic and may be embedded in geographic
regions.

Key Points

There are several ways in which ORA differs
from other social network toolkits. First, it
actively supports high-dimensional network
data, often referred to as meta-network data,
including changed in such data through time
and embedded in space. Thus, ORA has not just
one-mode metrics but two-mode and multimode
networks. Many of these metrics and algorithms
are only available in ORA such as measures of
cognitive demand, redundancy, and the fuzzy
grouping algorithm – FOG. Second, ORA
supports analysis on very large network data sets.
There is both a GUI version of ORA and a batch
mode version – the latter of which has been used
with networks with 106 nodes. Third, ORA is
interoperable with a large number of other tools.
For example, data in CSV, TSV, UCINET, or
Twitter JSON formats and many other formats
can be directly imported. Further, ORA can
export to Google Earth or to KML files, thus
enabling interoperation with GIS tools. Fourth,

ORA has been designed to reduce training time
and effort on the part of the user. For example,
output is organized by topic which enables the
user to select a topic and then all the major
metrics used for that topic are automatically
computed and printed to a web page. This means
that the user does not have to remember what
metrics to run. As another example, common
sequences that are done by users are automated
and occur with a single keystroke. Fifth and
finally, ORA has an integrated online help
system, tool tips, QuickStart Guide (Carley,
2013, ORA: quick start guide, unpublished
manuscript), user’s guide (Carley et al. 2013a),
and associated Google groups to provide help.
Moreover, two textbooks provide guidance in
network analysis and show those analyses in
ORA (Everton 2012; McCulloh et al. 2013).

Historical Background

ORA was originally developed as a network
toolkit to support reasoning about changes
in network within organizations from a
meta-network perspective. This led to the
organizational management report which not
only identifies key actors but also assesses the
level of shared situation awareness, individuals
who might be over or underworked, and other
factors that can lead to organizational problems
such as the identification of insider threats. ORA
has evolved enormously from this beginning.

ORA was extended to support link analysis in
addition to social network analysis, for complex
sociocultural systems. This led to improved vi-
sualization, data entry, and multimode metrics.
This also led to support for reasoning about the
network in context, placing networks on maps,
and visualizing the trails that led to the formation
of network ties.

ORA was extended to support semantic
network analysis and to enable the user to build
networks from text. That led to the inclusion
of new rhetorical-based network metrics and
interoperation with text-mining software.

ORA was extended to support network pattern
of life analysis. This led to the inclusion of
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ORA: A Toolkit for Dynamic Network Analysis and Visualization, Fig. 1 Illustration of ORA in operation

spectral analytics for networks and network
change detection.

Today, ORA supports full spectrum network
analytics and visualization for small to very large
networks. It has evolved into a widely used tool
that is interoperable with many other technolo-
gies. It supports network analytics across a large
number of domains and has been used in both
theoretical and very applied contexts.

ORA

ORA is intended to be a comprehensive analytic
and visualization engine for network analytics
and forecasting that transcends traditional dis-
ciplinary boundaries as it supports standard so-
cial network analysis, link analysis, geo-network
analysis, and dynamic network analysis. The al-
gorithms in ORA are thus from a large number
of fields (Carley and Pfeffer 2012). In a similar
vein, ORA supports data entry from and exports
to many other tools common in fields where
network analysis is used. ORA supports analysis
of many types of networks – e.g., social networks,
social media networks, communication networks,
activity networks, and semantic networks. As
such, there are many metrics in ORA that are
specialized to certain types of network data – e.g.,
geo-temporal networks. ORA is organized by the

questions the user asks, not the metrics. As such,
common workflows are automated and all metrics
relevant to a particular question are automatically
included in a report providing the network answer
to the question of interest. Visual analytics are a
key feature in ORA which employs both graph-
ical, statistical, and visual analytic algorithms
to help the user assess, visualize, and forecast
behavior for social networks or high-dimensional
networks that can be dynamic or spatially situ-
ated. ORA supports 2D and 3D network visu-
alization, geo-spatial network visualization, heat
maps, loom or trail visualization, nodel (a node
variant of wordl), and chart visualization capa-
bilities. Finally, ORA supports reasoning about
and with networks through the inclusion of basic
matrix algebra operations, algorithms for gen-
erating synthetic networks, search and selection
procedures, and simple simulation engines and
comparative statics for examining the potential
impact of change. The basic interface to ORA and
part of several reports are shown in Fig. 1.

What Can Be Done in ORA?
Using ORA the analyst can identify key actors,
key topics, and key locations; characterize and
visualize networks; assess changes in the net-
works and the key actors, key topics, and key
locations; visualize trends; identify patterns in
the networks; examine the networks and key
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actors, key topics, and key locations in terms of
where they are by using the geo-spatial mapping
functions; and multiple other tasks. Within ORA
there are wizards for many multistep functions
such as data importing, cleaning a visualization,
and running common metrics. Many of these
wizards lead the user through a set of decision
when analyzing the data and generating reports.
A list of the reports, functions, and generators
in ORA is in Table 1. The system is organized
by questions that the user might ask of the data,
and many common workflows are built in to
reduce time to do standard analyses. For exam-
ple, a typical network question is what are the
key nodes? The Key Entity report automatically
runs various centrality metrics and 2-mode net-
works for identifying key nodes. Which metrics
are run depends on the type of entity – i.e.,
whether the node is a who, what, where, why,
or how. Figure 1 shows parts of the Key Entity
report.

ORA can also go beyond node analysis. For
example, it contains a wide range of grouping and
clustering and pattern and community detection
algorithms. These are available in the Locate
Group report. Moreover, within the visualizer
the user can color nodes by the groups they
are in. ORA also supports change detection and
spectral analysis for network metrics at the node
and graph level. Using these techniques, dynamic
data can be assessed, and changes and regularities
in the way network metrics and nods behave over
time can be characterized.

User Control and Awareness
There are an increasing number of people who
want to analyze networks; however, many of
them have had little training in network ana-
lytics. This can lead them to make errors in
analysis without realizing it such as identifying
a nodes centrality when the “network” contains
multiple types of links and nodes. ORA tries to
minimize this by providing more user guidance,
not allowing functions that are known to not be
applicable, and making the user be explicit about
what node class a node is in and the nature of
the relationship. Moreover, ORA makes explicit
whether the results are based on the status of the

underlying network such as whether it is binary or
symmetrized. Studies show that ORA results map
onto other common widely used network analysis
tools when the user manipulates the data to match
the way the other tool alters the data by default
(Wei et al. 2011).

High-End Visualization
ORA enables the user to interact with the data
visually in a number of ways. Many of these
are shown in Fig. 2. One of the keys is that the
visualizer and the data editor are linked so that
a change in one effects a change in the other.
Thus, the user can directly enter or edit data in
the visualizer, or the user can directly see the
impact on the network image as nodes are merged
or deleted in the editor. In addition, standard
graphing tools are used in reports for things such
as pie charts, spider graphs, scatter plots, and
histograms.

Temporal Analysis and Geo-Temporal
Analysis
A unique feature of ORA is that it enables the
user to examine networks as they change through
time and the movement of networks through
space. Many of the reports, if the user has two
time periods, automatically do a comparison. In
the visualizer, the network over time allows the
user to step through changes in the network in
movie like fashion and view changes over time
for measures or nodes of the user’s choice.

For multi-time period, data spectral analysis
and change detection are available (McCulloh
et al. 2012). Spectral analysis supports the user in
assessing the regularities and anomalies in tem-
poral network data. Graph or node level metrics
can be examined over time and the “patterns
of life” identified, such as the drop in Twitter
activity at 4 am or an increase in the centrality
of a team lead in e-mail traffic immediately after
a group meeting. Change detection is a forensic
technique that supports the user in identifying
when a change in a dynamic network occurred
that led to the current signal.

There are two different techniques for a what-
if analysis that support reasoning about change.
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ORA: A Toolkit for Dynamic Network Analysis and Visualization, Table 1 ORA analytic capabilities

Reports Reports Network generators

All measures Locate groups Stylized

Belief propagation Management Erdos-Renyi

Capabilities Missing links Core periphery

Communications network Network distribution Scale free

assessment Optimizer Cellular

Communicative power Part of speech Lattice

Communicators Potential errors Small world

Context QAP/MRQAP analysis Fixed degree distribution

Core network Role view Calculated from existing

Critical sets Semantic network data

Detect spatial patterns Shortest path Expected interaction

Drill down Simmelian ties analysis Expertise

Geo-spatial assessment Sphere of influence Similarity

Group talk Standard network analysis Distinctiveness

Hot topics (content analysis) Statistical change detection Resemblance

Immediate impact Statistical distribution Command and control

Influence net Topic analysis Infer beliefs

K-centrality Trails Influence network

Key entity Trails analysis Matrix algebra

Large scale Twitter User entered network

Local patterns Unique trails report Through editor

Through visualizer

Grouping algorithms and pattern identifiers Visualizers Functions

Grouping: Measure charts Correspondence analysis

Girvan-Newman View measures over time Geary C and Moran I

Louvain View networks over time Analysis

Components Network drill down Simulators

Concor Node cloud Micro-sims

Johnson Hierarchical Color grid Information diffusion

K-means Network block Disease propagation

Attribute-based Geo-spatial networks Goods dispersion

K-Fog Region viewer OrgAhead

Alpha-Fog Trails Near term analysis

Local Patterns: Trails in GIS

Minimum spanning tree 2D network

Cliques 3D network

Hidden links

Stars

Checkerboards

Balls and chains

Cycles
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ORA: A Toolkit for Dynamic Network Analysis and Visualization, Fig. 2 Illustrative visualization capabilities

The first of these is the immediate impact report
where the user can select a set of nodes or links
to remove and then a static comparison is run
between the original network and the hypothet-
ical new network. The second technique is the
near-term impact report where ORA calls the
network simulator Construct already instantiated
with data from the network being analyzed. Then
a simple simulation-based virtual experiment
is run.

When the network is geo-temporal, it is often
useful to think in terms of trails. The trail format
captures data of the form who/what was where
when. An example would be information on
people moving through space. Another example,
in which the where is virtual, would be authors
publishing papers in different journal through
time. In this case the “where” is the journal. ORA
supports changing data from trails to networks
and networks to trails. Moreover, it supports
direct analysis of trails in the visualization sub-
tool – loom. There are also specialized reports,
one that identifies the geo-temporal clusters using
a trial clustering algorithm (Gullapalli and Carley
2013).

Big Data Analytics
ORA is designed to support the analysis of net-
works varying in size through a set of wiz-
ards and optimizations that change how the sys-
tem operates depending on the size of the data.
Recently, approximation algorithms have been
added such as the k-centrality algorithms (Pfef-
fer and Carley 2012). Special features for very
big data include allowing the user to choose to
not run slow metrics such as betweenness and
automated grouping prior to visualization for
very large networks. The professional version of
ORA can be run either through the interface or
from the command line. All metrics have been
optimized for sparse matrices. Tests have shown
ORA capably of running, through command line
or on very large multi-processor machines an-
alytics on networks with 106 nodes and 107

links.

Interoperability
ORA is designed to work synergistically with
other applications. To begin with, there is the
data to model workflow (Carley et al. 2007)
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designed so that the user could step through
extracting networks from texts (AutoMap, Carley
et al. 2013c), then analyze those networks (ORA,
Carley et al. 2013a), and then simulate changes
in those networks (Construct, Carley et al. 2012a;
Carley et al. 2009b). This interoperability is
made possible through the use of DyNetML,
a variant of GraphML that supports large-
scale dynamic network of high-dimensional
data. The format is completely open. This
workflow has been recently improved, and the
entire process increased in speed (Carley et al.
2012c). Secondly, ORA can import from and
export to a number of formats. For example,
data can be imported in a number of ways,
including from Excel, CSV, TSV, UCINET,
Pajek, Analyst Notebook, PenLink, Personal
Brain, GraphML, shape files, and various
Twitter JSON formats. Images can be saved in
pdf, tiff, jpeg, svg, and a proprietary editable
format. Shape files in KML can be exported
from the geo-spatial visualizer which can also
port to NASA World Wind and Google Earth.
Reports are in HTML and work with most
browsers, CSV and often PDF formats are also
available.

Key Applications

ORA has been used in a wide number of contexts.
Indeed, new applications appear frequently. Se-
lected applications are listed in Table 2. The items
in Table 2 are meant to be illustrative, not exhaus-
tive. In essence, the use of ORA is only limited by
the user’s imagination. The meta-network flexi-
bility admits analysis of many kinds of data, from
social networks of who interacts with whom, to
Twitter networks, to studies of who is critical
and what they do, where, and when. Illustrative
examples of how ORA has been used in vari-
ous contexts include assessment of covert activ-
ity (Carley et al. 2009a), citation analysis (Kas
et al. 2012), social media analysis (Carley et al.
2013b), public health (Merrill et al. 2012), hospi-
tal safety outcomes (Effken et al. 2013), structure
of ethnic violence (Van Holt et al. 2012), and
terror groups (Kenney et al. 2012).

Future Directions

ORA is evolving in several ways. These include
supported platforms, data entry and manipula-
tion, algorithms, big data analytics, statistical
reasoning, and interoperation.

Platforms: Currently, there is both a free student
version and a more comprehensive professional
COTS system able to handle larger data faster and
with better 3D and geo-spatial capabilities. Multi-
platform versions for the Mac and Linux are in
beta version. An enterprise version that supports
scripting and a web version for operation in
Ozone exist and are being extended.

Data Entry and Manipulation: ORA is cur-
rently being extended to directly read in addi-
tional JSON formats for Twitter. New optimized
workflows for merging and deleting nodes for
multiple networks at once are in development.

Algorithms: Currently there are over 150 met-
rics and 20 grouping algorithms in ORA. New
incremental and approximation metrics and new
group level measures are being added.

Big Data Analytics: ORA has been optimized
for large-scale sparse matrices. The scripting ver-
sion can handle 106 nodes. Metrics are ordered
by their speed so the user can choose through
the interface to run only fast measures, to run all
but the slowest measures, or to run all measures.
Currently, new metrics to support even faster
processing are being implemented. These include
the incremental metrics for closeness (Kas et al.
2013a) and betweenness (Kas et al. 2013b). In
addition, since ORA supports dynamic analysis,
the current system is being refactored to sup-
port improved speed for handling multiple time
periods at once. Again, the incremental metrics
support temporal analysis as well.

Statistical Reasoning: ORA currently has a ver-
sion of QAP and MRQAP. The MRQAP routine
is being extended to allow the user to specify and
run multiple models with a scripting approach.
Further, an ERGM module for ORA is currently
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ORA: A Toolkit for Dynamic Network Analysis and Visualization, Table 2 Illustrative uses of ORA

Organizations Law and military Health General planning Text analysis

Design Counter-terrorism Fall and medication
errors

Housing design Semantic networks

Team management Counter-narcotics Public health
coordination

Barrier reef
protection

Topic groups

Silo identification Human trafficking Disaster Response Global cyber Hashtag networks

Productivity
Assessment

Piracy Disease spread Security Curriculum Communicative
reach analysis

Command level cyber
security

Counter-IEDs Health-related Twitter Evaluation

Software design teams Atmospherics Disaster related SMS P2P networks

Enron e-mail Sociocultural
geography

Journal networks

Citation networks Open-source analysis

Interlocking
directorates

Global hostility and
alliance Networks

under development. Finally, most reports provide
some guidance as to whether the metrics ob-
served are within or beyond the bounds expected,
given a normal distribution; comparison against
a second baseline – a scale-free distribution – is
underway. Further, key reports are being revised
using “color” to quickly identify those nodes
whose values are significantly greater than or less
than other nodes in the same network on the
metric of interest.

Interoperation: ORA is intended to work
synergistically with many other tools. Currently,
ORA can import from many other social network
analytic tools, CSV, TSV, and some forms of
JSON, and can output in CSV, HTML, and KML
and is interoperable with many tools such as
the Analyst Notebook and ArcGIS. Wizards
for increased interoperation with technologies
that extract social media or do forecasting are
currently being developed. APIS to support
integration into workflow systems and to support
user addition of metrics are planned.
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Synonyms

Interpersonal relations; Link analysis; Relational
analysis; Social interaction; Social structural
analysis

Glossary

Dyad Two actors and one or more relations
among them

Field Observation The collection of informa-
tion in natural social settings

Social Network A set of actors and the set of
relations among them

Social Network Analysis Methods for collect-
ing and analyzing data on actors and their
relations

Sociometry Methods for measuring social re-
lations in a small group

Sociogram A diagram of labeled points and
lines representing a set of relations among
individuals in a small group

Tertius Gaudens (“the third who benefits”) A
third party who affects a relation between two
other parties

Triad three actors and one or more relations
among them

Origins of Social Network Analysis

Social network analysis originated during the first
half of the twentieth century in the disciplines
of psychology, sociology, social psychology, and
anthropology. Core concepts and principles of
social structural relations were developed by a
handful of scholars. The social psychological and

anthropological lineages are discussed in sepa-
rate entries in this volume �Networks in So-
cial Psychology, Beginning with Kurt Lewin by
Patrick Doreian; �Network Analysis in French
Sociology and Anthropology by Karl van Meter.
This entry discusses the psychological and soci-
ological strands, drawing heavily from historical
accounts by John Scott (1991) and Linton Free-
man (1996, 2004). The following subsections
describe the analytic ideas of Georg Simmel,
early psychological contributions and sociomet-
ric diagrams of Jacob Moreno, and social struc-
tural research at Harvard University in the 1930s
and 1940s.

Simmelian Triads
Although the German sociologist Georg Simmel
(1858–1918) never used the term social network,
many network analysts consider him the
godfather of the field. Simmel’s ideas about
“sociation,” the basic forms of interactions
among persons, inspired subsequent theories and
analyses of network microstructures. He argued
that the fundamental social unit is the triad, not
the dyad. The relationship between two people
is intensified by “a third element, or by a social
framework that transcends both members of the
dyad” (Simmel 1950 [1908], p. 136), regardless
of the content of those ties (e.g., friendship,
business, kinship). For example, “a marriage with
one child has a character which is completely
different from that of a childless marriage, but
is not significantly different from a marriage
with two or more children” (p. 138). Whereas
an isolated dyad favors greater individuality of
both persons, because no majority can outvote an
individual, adding a third member makes possible
such a majority. As a result, strong individuality
is devalued in a triad, and conformity to group
norms is greater.

A third party may manipulate a dyad for per-
sonal gain or may mediate and ameliorate dyadic
conflicts. In The Web of Group Affiliations (1955
[1922]), Simmel identified the tertius gaudens
(“the third who benefits”) as a third party who
affects the relations between two other parties.
The gaudens takes two basic forms: “either
two parties are hostile toward one another and
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therefore compete for the favor of the third
element; or they compete for the favor of the
third element and therefore are hostile toward one
another” (p. 155). An example of the first type is
a consumer who plays two merchants against one
another by bargaining with each for the lowest
price and highest quality of merchandise in the
market. This strategy requires the third party to
keep the other two triad members unconnected,
by controlling the information available to each.
An example of a second, nonpartisan gaudens is
a conciliator in labor management negotiations.
“The non-partisan either produces the concord
of two colliding parties, whereby he withdraws
after making the effort of creating direct contact
between the unconnected or quarreling elements;
or he functions as an arbiter who balances, as
it were, their contradictory claims against one
another and eliminates what is incompatible in
them” (p. 146–147). Simmel’s ideas received
empirical attention in research on small-group
dynamics that emerged in the second half of the
twentieth century.

Early Psychological Contributions
A few Canadian and American scholars of ed-
ucational and developmental psychology in the
1920s conducted some of the earliest investi-
gations of interpersonal relations among chil-
dren, using concepts and research methods that
later became prevalent in social network analy-
sis (Freeman 1996). John Almack (1922) inter-
viewed children, asking them to name others in
their class whom they would invite to a party.
Beth Wellman (1926) systematically recorded her
observations of which sets of preschool children
played together during free play periods. At the
University of Toronto, Helen Bott (1928) also
used ethnographic methods of data collection
by observing preschool children at play. She
identified five basic types of interaction: taking,
interfering, watching, imitating, and cooperating.
Her approach anticipated collecting information
on multiple types of relational contents. Bott
organized her data in matrix format, showing the
tie between pairs of children in row-and-column
entries, again anticipating a widespread format
for data storage and computer analysis by later

network researchers. (Helen Bott was the mother
of Elizabeth Bott, a prominent member of the
Manchester school of anthropologists who devel-
oped network analysis in that discipline.) Finally,
Elizabeth Hagman (1933) observed children at
free play, then interviewed them at the end of the
school year about who were their playmates. In
finding discrepancies between observational and
interview data, she “defined a research problem
that remains a key issue to a great many recent
investigations in the social network field” (Free-
man 2004, p. 21).

Sociometric Diagrams
The Austrian-American psychiatrist Jacob
Moreno (1889–1974) moved to New York in
1925 where he developed group psychotherapy
theory and psychodrama methodology. His
seminal contribution to social network analysis
appeared in Who Shall Survive? (Moreno 1934),
which was “a signal event in the history of
social network analysis . . . a turning point for
the development of the field” (Freeman 2004,
p. 7). Moreno used the term “network” in
the modern sense, meeting three of four key
criteria – structural ties linking social actors,
systemic collection of empirical data, and graphic
imagery – but he did not use mathematical
models (Freeman 2004, p. 3). Moreno introduced
the sociogram, a diagram (graph) of labeled
points and lines representing a set of relations
among individuals in a small social group.
Relational data might be collected through
multiple methods, including observations,
experiments, interviews, or questionnaires. “For
Moreno, social configurations had definite and
discernible structures, and the mapping of these
structures into a sociogram allowed a researcher
to visualize the channels through which, for
example, information could flow from one person
to another and through which one individual
could influence another” (Scott 1991, p. 10).

Constructing a sociogram enabled a therapist
to identify group leaders and isolated persons and
to reveal indirect connections, reciprocities, and
asymmetric choices. For example, a sociometric
“star” receives many friendship choices from
others, reflecting her or his popularity and
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leadership in the group. Moreno argued that
structural features revealed by sociograms
of social configurations – formed through
choices, attractions, repulsions, friendships,
and other interpersonal interactions – could
help to explain psychological well-being.
Group relations served simultaneously as
constraints and opportunities for social action
and psychological development. Moreno applied
sociometric methods to investigations of Sing
Sing prison (Moreno 1932) and to a runaway
problem at the Hudson School for Girls in
New York (Moreno 1934). In the latter study,
he demonstrated that, by mapping the girls’
preferences for whom to sit with at meals and
implementing changes based on the diagrams,
runaways were decreased dramatically. Freeman
(2004, pp. 35–36) contended that Moreno’s
psychology graduate student collaborator, Helen
Jennings, made “immense” contributions to those
projects, particularly in research design, data
collection, and analysis.

In 1936, Moreno founded a journal, Sociome-
try, to which he recruited many prominent psy-
chologists and sociologists as contributors and
editorial board members. A Columbia Univer-
sity sociologist, Paul Lazarsfeld, calculated the
baseline probabilities for a random sociomet-
ric choice model, which Moreno and Jennings
(1938) published in the inaugural volume. This
mathematical treatment satisfied the fourth defin-
ing criterion of social network analysis (Freeman
2004, p. 39). Despite the initial visibility and
professional recognition accorded to Mareno’s
innovative contributions to network analysis, the
sociometric model failed to take off after the
1930s. Freeman (2004, pp. 39–42) attributed this
marginalization to Mareno’s flawed character, a
“dark side” of self-centered, self-serving mega-
lomania which repulsed many of his early sup-
porters. Consequently, social network analysis
“continued to lack a unified structural paradigm”
(p. 42).

Social Structural Research
In the 1930s, Harvard University became a cen-
ter of social network research studies conducted
by anthropologists and sociologists. A common

focus of their projects was on empirically inden-
tifying network subgroups, such as cliques and
clusters, in natural social groups.

In 1924, engineers and personnel managers
at the Western Electric Corporation began inves-
tigating the effects of physical conditions, such
as lighting and heating, on worker productivity
at its Hawthorne Works factory in Cicero,
Illinois. Paradoxically, they discovered that any
type of change would increased productivity.
In 1927, the project head invited Elton Mayo
(1880–1949), an Australian anthropologist and
Harvard Business School professor, to create
a new research team to refocus the Hawthorne
studies on social psychological dimensions of
the workplace. Mayo concluded that the earlier
paradoxical findings were due to workers’
increased motivation to perform because they
were pleased that management took an interest
in them. The Harvard team conducted intense
observations of informal relations among 14
workers who assembled telephone switching
equipment in a bank-wiring room. The men
decreased their output, fearing the company
would cut base pay rates and fire employees if
the group became too productive. Cliques of bank
wirers controlled rate busters who deviated from
group norms with verbal ridicule, insult games,
and punching on the upper arm (“binging”).
The main report on the Western Electric
project included many sociograms of the bank-
wiring employees’ informal relations, including
friendship, antagonism, helping, and job-trading
networks (Roethlisberger and Dickson 1939).
The book was “the first major investigation to
use sociograms to describe the actual relations
observed in real situations” (Scott 1991, p. 18).
However, Mareno’s pioneering work on graphs
was not discussed.

In 1929, W. Lloyd Warner (1898–1970), an
American anthropologist who had conducted
field work on an Australian tribe, returned to
Harvard as an instructor in anthropology. Mayo
recruited him as a half-time Business School
faculty member and advisor to the Western
Electric project. Between 1930 and 1935, Warner
also led a group of graduate students in collecting
ethnographic, historical, and interview data
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on interpersonal networks in “Yankee City”
(Newburyport, Massachusetts), a small industrial
city. The Yankee City study uncovered numerous
cliques, defined as informal subgroups whose
members develop group feeling, intimacy, and
norms (Warner and Lunt 1941, p. 32). “Having
discovered the existence of these cliques from the
comments made by those they studied, Warner
and his associates claimed that they were second
in importance only to the family in placing people
in society. People are integrated into communities
through ‘informal’ and ‘personal’ relations
of family and clique membership, not simply
through the ‘formal’ relations of the economy
and political system” (Scott 1991, p. 21). Because
many people belong simultaneously to several
cliques, “such overlapping in clique membership
spreads out into a network of interrelations
which integrate almost the entire population of
a community in a single vast system of clique
relations” (Warner and Lunt 1941, p. 111). Thus,
network subgroups structure the larger social
systems within which they are embedded. When
fieldwork in Yankee City ended, Warner left
Harvard for the University of Chicago. There he
organized a team of ethnographers to collect data
on racial differences in the social stratification of
“Old City” (Natchez, Mississippi), a segregated
Southern city about the size of Newburyport.
The project team observed interactions among
community members, identified 60 cliques,
examined clique internal structures, and analyzed
inter-clique connections (Davis et al. 1941).

George Homans (1910–1989) was exposed
during the 1930s to structural perspectives as
a Junior Fellow in the Harvard Society of
Fellows, where he worked with Mayo and formed
friendships with some of Warner’s students.
Subsequently, as a faculty member in the Harvard
sociology department, Homans synthesized
a theory of small group behavior based on
the research findings of experimental social
psychologists and observational sociologists
and anthropologists. He developed a threefold
classification that interconnects frequency of
interaction, intensity of sentiment, and joint
activity. In The Human Group Homans (1950)

reanalyzed data from several classic network
studies to demonstrate how his threefold clas-
sification scheme explained structural relations.
Using data from the Old City project, he display
a two-mode matrix of attendance 18 Southern
white women at 14 social events ordered by date
(see also Freeman 2003). By rearranging the
matrix row and columns, Homans showed that
the women were divided into two cliques whose
members attended different subsets of parties.
Although his method of matrix permutation
appeared to be “simply a trial-and-error process
which continued until he was able to spot an
apparently significant pattern” (Scott 1991,
p. 24), it anticipated more rigorous blockmodel
methods developed two decades later at Harvard
by Harrison White and his colleagues (Networks
at Harvard University Sociology by Mark
Pachucki). Homans turned his later attention to
developing a social exchange theory deduced
from behavioral psychology and economics.
With retirements and departures, the early
Harvard contributions to social network analysis
came to an end in the 1940s, and no major
network centers emerged in the USA during the
next quarter century (Freeman 2004, pp. 61–64).
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Synonyms

Data mining; Graphics processors; Outlier detec-
tion; Parallel processing; Uncertain data

Glossary

Outlier Detection A data mining task in which
data points that are outside expected patterns
in a given dataset are identified

Central Processing Unit (CPU) A hardware
component of a computer that is responsible
for managing various operations as directed by
a program

Graphics Processing Unit (GPU) A specialized
hardware component of a computer that is
designed to rapidly calculate large numbers
of mathematical operations, primarily for dis-
playing graphics. Modern GPUs can be pro-
grammed to perform a variety of other tasks

General Purpose Computing using GPUs
(GPGPU) Programming GPUs for compu-
tational tasks other than graphics

Parallel Processing Computing multiple calcula-
tions simultaneously in order to more quickly
solve a problem

Definition

Outlier detection is a widely employed data
mining technique in which unusual events are
extracted from a large body of data. This is used
in areas such as network intrusion detection
(Sequeria and Zaki 2002), fraud detection
(Bolton and Hand 2002), and system fault
detection (Lan et al. 2010) and is also often
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used in preprocessing large quantities of data
before further analysis (e.g., by human experts).
Recently there has been increased interest in
mining uncertain data. A considerable portion
of data collected in the real world contains
some degree of uncertainty, as well as possibly
erroneous and/or missing values.

One application in which outlier detection on
uncertain data could be successfully applied is
in the area of detecting fraudulent or erroneous
activity on social networks. Since social network
data contains large amounts of sensitive personal
information, uncertainty can be added to pre-
serve user privacy, while detecting anomalous or
fraudulent activity. With increasing concern over
the mining of personally identifiable information,
even when obvious identifiers such as names
and IP addresses have been stripped, uncertainty
may be deliberately added to preserve privacy.
A typical outlier detection method would discard
this uncertainty information and treat the data
as if it were certain; however, it has been noted
(Aggarwal 2009) that incorporating uncertainty
can be beneficial for outlier detection.

Modeling uncertainty adds a significant
amount of complexity to outlier detection as
uncertain objects are no longer represented
by a single point, but rather a probabilistic
object. However, fast multi-core CPUs and
programmable GPUs have become popular in
recent years, which provide substantial parallel
computing resources at a very low cost. In partic-
ular, modern GPUs are massively parallel floating
point processors attached to dedicated high-speed
memory, providing large parallel computation
capability for a fraction of the cost of traditional
highly parallel processing computers.

Programming frameworks such as CUDA
and OpenCL now allow programs to take
advantage of this previously underutilized
parallel processing potential in the form of
GPGPU, accelerating computationally intensive
tasks beyond typical applications in 3D graphics
in scientific, professional, and personal applica-
tions. This performance can be leveraged when
attempting to detect outliers with uncertain data
in time-sensitive situations such as responding to
sensor failure or network intrusion.

Key Points

In this entry, the performance and quality of
the distance-based clustering/density-based out-
lier detection algorithm, originally described in
Aggarwal and Yu (2008), is tested with serial
and parallel implementations, using both the CPU
only and the GPU.

This work also covers the following:
• Formal formulation of the problem and the

algorithm in detail
• Notes on parallel implementation and the

peculiarities of the OpenCL framework, as
well as consideration of the representation
and transformation of data from certain to
uncertain forms

• Experimental methodology and the results of
performance and quality tests

• Conclusion and consideration on future appli-
cations

Historical Background

Outlier detection is a well established and
commonly used technique for detecting data
points that lie outside of expected patterns. The
two key factors under consideration are detection
quality, which can be measured with metrics such
as precision and recall (Aggarwal and Yu 2008;
Tang et al. 2006) or sensitivity and specificity
(Angiulli et al. 2006; Lan et al. 2010), and
performance, typically observed with running
time comparisons between implementations
(as in Alshawabkeh et al. 2010). Outlier detection
can be performance sensitive as it is often
used as a preprocessing step before further
analysis or as a service providing real-time
alerts (e.g., intrusion detection system). There
is generally a trade-off between performance and
quality, depending on the various algorithms and
implementations of outlier detection. This section
will give an overview of some of the related work
in the area of outlier detection and the use of
GPGPU to accelerate outlier detection.

The prototypical approach to outlier detec-
tion is as a by-product of clustering algorithms
(Alshawabkeh et al. 2010). In a clustering
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context, an algorithm such as DBSCAN (Ester
et al. 1996) will exclude data points that are
not sufficiently similar to other objects. This
is usually done to improve cluster purity and
prune otherwise spurious data points from
consideration.

Alternatively, outlier detection can be
described as a machine learning problem, so
classification techniques such as k-nearest
neighbors (k-NN), Support Vector Machines,
and neural networks can be used to learn
the distinction between an outlier and a non-
outlier (also referred to as an in-lier). An
outlier detection problem in this context can
be considered as an unbalanced binary class
problem (Nguyen and Gopalkrishnan 2010),
since it is expected that the number of outliers is
relatively small in proportion to non-outliers. In
this entry, we focus on unsupervised techniques,
since there may be no prior knowledge about
the data or its classes (Heymann et al. 2012).
The unbalanced nature of the classes create
a challenge to classification systems (Nguyen
and Gopalkrishnan 2010), while it is quite
possible for unsupervised systems to observe
the expected patterns from the data (Lan et al.
2010).

Outlier detection techniques can be broadly
categorized into two main methodologies:
distance-based approaches (Knorr and Ng 1998,
1999; Ramaswamy et al. 2000) and density-based
approaches such as Local Outlier Factor (LOF)
(Breunig et al. 2000).

Two distance-based algorithms were proposed
in Knorr and Ng (1999): the Nested loop al-
gorithm and the Cell-based algorithm. However,
the former scales poorly with respect to dataset
size and the latter scales poorly with respect to
dataset dimensionality (Angiulli et al. 2006). A
variant of this approach was proposed in Ra-
maswamy et al. (2000), which uses the concept of
k-distance (the distance to p’s k-nearest neigh-
bors) to assert the objects with the highest k-
distances as outliers. Ramaswamy et al. (2000)
also uses partitioning clustering of the dataset
and performs pruning to ignore partitions that
do not contain outliers. On the other hand, LOF
uses a similar concept to DBSCAN by using

reachability in a local neighborhood around each
point. Ultimately, the performance of either dis-
tance or density-based outlier detection schemes
will depend on the characteristics of the input
data (Tang et al. 2006) as well as the definition
of outlier used.

In this entry, we focus on the outlier detection
scheme proposed in Aggarwal and Yu (2008),
which describes outlier detection on uncertain
data database records, with each record having a
number of attributes (dimensions). Each dimen-
sion has a pdf, and the objective is to find data
points in an area with data density � (expressed
as the �-probability of a data point) less than
a threshold value ı, i.e., a .ı; �/-outlier. This
algorithm is described in more detail later in this
entry.

Since it is impractical to determine
�-probabilities directly, a sampling approach
of the pdf s is used. However, as sampling global
density is a computationally expensive operation
(quadratic scaling with respect to dataset size),
a microclustering technique (Aggarwal and Yu
2008) is used to reduce the number of data objects
by creating clusters of data objects and using
the cluster centroids rather than the raw data to
reduce the number of objects processed, similar
to the approach taken in Ramaswamy et al.
(2000). The initial cluster centroids are generated
randomly, each with each data point being
assigned to the nearest cluster. This is opposed
to the common approach of dimensionality
reduction by feature selection in classification
approaches, and results in running time depends
on the time taken for clustering and testing each
data object (both constant time).

Data mining applications such as outlier de-
tection are good candidates for parallelization
(Hung and Cheung 2002) as in typical cases
there is a large amount of data that is processed
by a small number of routines. These tasks are
“data parallel” and are well suited for execution
on a GPU (Alshawabkeh et al. 2010). Unlike
conventional parallel processing computers that
have many complex CPU cores, a modern GPU
consists of a large number of simple “stream
processors” that are individually capable of only
a few operations. However, the ability to pack
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many stream processors into the same space as a
single CPU core gives GPUs a large advantage in
parallelism. A traditional parallel computer such
as the Intel Itanium 2 system used in Lozano and
Acuna (2005) is significantly more costly.

The two most popular programming
frameworks for GPGPU are C for CUDA, a
proprietary solution developed by NVIDIA
Corporation (2011), and OpenCL, an open
standard managed by The Khronos Group (2011)
and backed by multiple companies including
Intel, AMD, NVIDIA, and Apple. With both
CUDA and OpenCL, work is split from the
host (i.e., the CPU) to kernels that execute on
a computing device (usually GPUs). Kernels
contain the computationally intensive tasks,
while the host is tasked with managing the
other computing devices. A single kernel can
be executed in parallel by many worker threads
on a GPU.

Several outlier detection algorithms including
LOF (Alshawabkeh et al. 2010) have been
adapted for acceleration with GPUs using CUDA
(Tarabalka et al. 2009; Bastke et al. 2009;
Huhle et al. 2008) and have seen significant
reductions in running times (e.g., a 100 fold
improvement in Alshawabkeh et al. 2010). In this
work, we opted to use OpenCL as it provides
a high degree of portability between different
manufacturers of GPUs, as well as the ability
to execute the same parallel code on a CPU for
comparison.

While there is a significant body of work
in the area of accelerating outlier detection on
regular (certain) data, it is often the case that
data has some degree of uncertainty or error (Ag-
garwal 2009). Moreover, some statistical tech-
niques such as forecasting and privacy-preserving
data mining will by nature be uncertain. The
naı̈ve approach would be to disregard the prob-
ability distributions in the uncertain dataset and
take the mean value only as the data point, thus
avoiding the problem of creating a model for
the uncertainty. However, by applying common
probability density functions (pdf s) such as the
Gaussian distribution, a convenient closed form
representation for storage and sampling points is
available.

Algorithm for Outlier Detection with
Uncertain Data

Problem Formulation
There are numerous definitions of outliers that
have been proposed, the most well known of
which are the distance-based definition proposed
in Knorr and Ng (1998), which itself is based
on an earlier definition in Hawkins (1980), and
the local density-based definition used by LOF
(Breunig et al. 2000). The formal definition of
uncertain outliers as defined in Aggarwal and Yu
(2008) follows in section “Density-Based Outlier
Detection.”

The intuitive definition of outliers is described
in Hawkins (1980) as “an observation that de-
viates so much from other observations as to
arouse suspicion that it was generated by a dif-
ferent mechanism.” In addition, the distribution
between outliers and non-outliers should be un-
balanced, that is, there are significantly more
outliers compared to non-ouliters (Fig. 1).

Let dataset D contain n uncertain data objects,
with each object di having r dimensions. For
each object, each dimension has a pdf, for a total
of nr pdf s. D is normalized to the range [0,1].

The pdf for object di along dimension j is
denoted by hj

i .�/ and the standard deviation of

h
j
i .�/ is denoted by j .di /. Since data is typically

stored in certain form, uncertainty is estimated
from the calculated standard deviation of each
dimension.

Density-Based Outlier Detection
It is defined that the �-probability of object di

is the probability that di lies in a subspace with
overall data density of at least �. A subspace is
defined as a subset of the full r dimensions, while
overall data density is defined by the summation
of the pdf s of each object. The probability pi of
di in a subspace of dimensionality a with overall
data density of at least � can be found by solving
the following integral:

pi D
Z

G.x1;:::;xa/��

aY
j D1

h
j
i .xj / dxj (1)
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Outlier Detection with Uncertain Data Using Graphics Processors, Fig. 1 A sample synthetic dataset with 500
objects (450 normal objects, 50 outliers) and 2 dimensions. Error bars represent standard deviation

Note that h.x1; : : : ; xa/ represents the overall
probability density function on all coordinates in
the given a-dimensional subspace. However, as
pi is difficult to calculate precisely as in (1), it can
be estimated using a density sampling algorithm.
As it is necessary to estimate the overall density
of the data space at any arbitrary point p, the
common Gaussian distribution function, given

by f .p/ D 1p
2��2

e
� .p��/2

2�2 , is used. Thus the

density function f Q given a uniformly random
value u in Œ0; 1� and uncertainty values  .�/ is
defined as follows:

f Q.u;  .di // D 1

n

nX
iD1

1p
2�.w C  .di //

� e� .u�Xi /
2

2.w2
C .di /

2/ (2)

The parameter w is a smoothing factor, which
was determined using the Silverman approxima-
tion rule as 1:06N�0:2� (Aggarwal and Yu 2008).
The sampling algorithm is given in Fig. 2 in
pseudo-code.
s denotes the number of samples, set as

800 by default as in Aggarwal and Yu (2008).

a and astart represent the last and first
dimension of the current subspace, respectively.
The inverse cumulative distribution function
(inverse cdf ) is computed numerically (Acklam
2003).

By sampling an object at multiple random
points, calculating the overall data density at each
sampled point and counting how many of those
sampled points exceed �, the probability that
object lies in a subspace with data density of
at least � (i.e., �-probability) can be estimated.
Finally, object di is defined as a .ı; �/-outlier if
the �-probability of di in any subspace is less
than a user parameter ı, that is, the object has a
low probability of lying in a region of high data
density. The overall algorithm in pseudo-code is
given in Fig. 3.

The outlier detection algorithm as described
in Aggarwal and Yu (2008) uses a “roll-up”
method to explore the data space. This is an itera-
tive approach that starts with a one-dimensional
subspace and adds another dimension for each
iteration until all dimensions are added. Each
subspace is tested for outliers and any objects
determined to be outliers are removed from fur-
ther consideration in other subspaces. It is as-
sumed that outliers will be lower density in some
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EstimateProbability(D, di, h, a, s, astart)

Let F (·) be the inverse cumulative distribution function of pdf h (·)j
i

j

i

success=0, runs=0

for s times do

densityi = 0

for j = astart to a do

y = a uniform random value [0, 1]

for all dk in D do

densityi = densityi + h (F (y))j

k

j

i

end for

densityi = densityi /|D|
end for

if densityi >h then

success = success+1

end if
runs = runs+1

end for

return (success/runs)

Outlier Detection with
Uncertain Data Using
Graphics Processors,
Fig. 2 Implementation of
EstimateProbability

subspaces than others, and conversely a non-
outlier in this definition has high density in all
tested subspaces.

As a baseline, a simple global averaging
method which uses the average data density
over all dimensions is also demonstrated. This
method only requires a single pass over the entire
data space, allowing a fast linear scaling with
input dataset size. Practically, this is achieved
by setting a D r instead of equal to the first
dimension, which is equivalent to the final
iteration of the roll-up method. This method
is significantly faster compared to the roll-up
method, but since only outliers that are in an
area of low density in the entire data space can
be found, the outlier detection ability is also
significantly reduced.

Distance-Based Cluster Compression
It is evident that the requirement to calculate
overall data density at each sampled point
presents a large computational bottleneck.

The overall complexity of the outlier detection
step is high, with running time scaling up
significantly as the number of data objects
increases. To alleviate this, the number of
objects n can be reduced (as in Ramaswamy
et al. (2000)) using “microclustering” (Aggarwal
and Yu 2008), effectively compressing many
uncertain objects into a single representative
uncertain object. This process (also referred to
simply as clustering) is as follows:

Each cluster C is defined by a 3r C 1 tuple
.CF 2x.C/; EF 2x.C/; CF 1x.C/; n.C//.
• CF 2x.C/ is a r-dimensional vector, with each

entry p containing the sum of squares of mean
values of the member objects’p-th dimension.

• EF 2x.C/ is a r-dimensional vector, with each
entry containing the sum of squares of errors
of the member objects’ p-th dimension.

• CF 1x.C/ is a r-dimensional vector, with each
entry p containing the sum of mean values of
the member objects’ p-th dimension.

• n.C/ contains the number of data objects in the
cluster.
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DetectOutlier(D, h, d, a, r, s, b)

O = null

while |O| < |D| and a ≤ r do

if b > 0 then

astart = a−b or 0, whichever is larger

end if

Da = {Subspace of D starting at dimension astart up to a} − O
for Each object di in Da do

p = EstimateProbability(D, di, h, a, s, astart)

if p < d then

Add di to O
end if

end for

a = a + 1

end while

return O

Outlier Detection with
Uncertain Data Using
Graphics Processors,
Fig. 3 Implementation of
DetectOutlier

Initially, q centroids are generated by using a
uniform random number generator in the range
Œ0; 1�, so each empty cluster is given an initial
value. No new clusters are created, centroids re-
main fixed, and all data objects are assigned to the
nearest centroid by Euclidean distance between
the centroid’s value and the mean value of the
incoming data object. Since some clusters may
contain zero members after clustering, these clus-
ters are removed before outlier detection (Fig. 4).

As each cluster C is treated as a data object,
a true error � is calculated by averaging the
members, with bias equal to the distance from the
cluster centroid and variance equal to the original
error. This is defined for a given dimension j as

�j .C/ D
rX

iD1

biasj .X; C/2 C  j .X/
2

r
(3)

Equation 3 can be rearranged to use the stored
cluster tuple as follows:

�j .C/ D CF 2x
j .C/
r

� CF 1x
j .C/2
r2

C EF 2x
j .C/
r

(4)

The advantage of this approach is that it does
not require further modification of the algorithm,
as �.C/ and n.C/ can be substituted into (2) as
follows:

f Q.p;�.C// D 1

n

qX
iD1

n.Ci /
1p

2�.hC�.Ci //

� e� .p�Xi /
2

2.h2
C�.Ci //2 (5)

Implementation Notes

Since the vast majority of data stored at present
is in certain form, it is often required to convert it
to uncertain form. This process of adding uncer-
tainty can also used for privacy preservation. We
only consider numerical values, with categorical
values such as name and address removed. Fur-
ther, numerical values (e.g., number of friends in
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Outlier Detection with Uncertain Data Using Graphics Processors, Fig. 4 Fifteen populated cluster centroids
(q D 20) overlaid on the 500 objects from Fig. 1

a social circle) are made uncertain by adding a
random value and attaching a standard deviation.

The key parameters to consider are � and ı,
which controls the algorithm’s sensitivity to out-
liers, and the amount of uncertainty present. Of
slightly less importance is the number of samples
s and the number of clusters q if clustering is
used. The selection of appropriate parameters is a
challenge in any algorithm; in this entry, we con-
sider the effect of the level of uncertainty mod-
eled and the average difference between certain
and uncertain data objects.

In order to measure the performance change
from parallelization, we implemented the
algorithm described previously in two ways: a
baseline serial implementation in C++ (for the
CPU) and a parallel implementation leveraging
the OpenCL framework (for parallel execution
on the CPU and GPU). For comparison purposes,
the two implementations mirror each other as
closely as possible.

Parallel Methods
When a kernel (subroutine) executes on a com-
puting device such as a GPU, it should take
into account the differences in architecture of

a GPU compared to a standard CPU. To better
leverage the GPU using OpenCL, this imple-
mentation uses several optimizations such as the
use of single precision floating point values and
special hardware-accelerated mathematical func-
tions (native functions). Single precision floating
point values are used extensively in graphics,
and thus GPUs are optimized for many single
precision functions. Typically, double precision
floating point (FP64) calculations are slower by
a significant margin compared to single precision
(FP32), with FP64 usually noted as anywhere
between 1=4 and 1=16 FP32 speed. Since earlier
preliminary work has shown little quality impact
from using FP64, FP32 has been used exclusively
(both on the CPU and GPU).

In addition to an OpenCL implementation
of DetectOutlier, we have implemented a
number of other functions including the
uniform random number generator (RNG)
and the calculation of pdf and cdf. For
portability we used the simple, predictable
RNG xorshift (Marsaglia 2003). RNGs can
be a challenge to implement correctly in a
parallel environment, and for testing we required
identical number generation between both host
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and GPU implementations that could be repeated
consistently. A more robust RNG may be
substituted if required.

The current OpenCL framework (version 1.2
at time of writing) and the GPU used impose cer-
tain additional restrictions, including a lack of re-
cursion (i.e., a function calling itself) and lack of
dynamic memory allocation on the GPU (i.e., all
memory must be allocated when the kernel is first
initialized). This is a problem as refinement meth-
ods used in math libraries often use recursion,
requiring changes to remove recursion and to
take advantage of additional OpenCL functional-
ity (e.g., the complementary error function erfc).
Since precision is limited to FP32, refinement of
results to maximum precision is also simplified.

Other considerations include branching logic,
which can cause a reduction in performance as
GPUs must execute the same code path for each
worker thread executing in parallel. Memory
management is a more complex, multi-level
affair on a GPU, with the fastest private memory
available for each worker thread used as a scratch
area and a slower global memory space that can
be accessed by all workers used to store the large
dataset D. As copying data to and from the GPU
is an expensive operation, data transfers should
be minimized and processing done on the GPU
maximized.

For any parallel computation task, the key
concern is balancing the number of parallel
tasks with the overhead of managing those
workers. It is desirable to have as many threads
as possible while having each thread do sufficient
work and without overwhelming the processors.
In this implementation, each data object is
assigned one worker thread, and each worker is
responsible for density sampling of that object’s
space. This allows for the unrolling of the most
computationally expensive loop in DetectOutlier,
as shown in Fig. 5.

Experimental Evaluation

Methodology
To test performance and quality, synthetic
datasets of varying sizes were generated. The

ParallelDetectOutlier(D, h,d, a, r, s, b, O)

i = worker thread number

while di is not an outlier and a ≤ r do

if b > 0 then
astart = a−b or 0,whichever is larger

end if
p = EstimateProbability(D, di, h, a, s, astart)

if p < d then

Add di to O as an outlier

end if
a = a+1

end while

Outlier Detection with Uncertain Data Using Graph-
ics Processors, Fig. 5 Parallel implementation of
DetectOutlier

model used for generating the synthetic data is
as follows – random numbers were generated
following a Gaussian distribution with a mean
value of 0 and a standard deviation of 1. The
outliers are generated similarly, but an offset
value is added to the mean (e.g., in Fig. 1, the
offset value of the uncertain objects is 1:0), then
the dataset is normalized. The number of outliers
generated is 10 % of the total number of data
objects.

Experimental testing was conducted on a PC
running Microsoft Windows Vista SP2 with an
Intel Core 2 Duo E8200 dual core CPU and an
NVIDIA GeForce GT440 (96 stream processors)
GPU. The serial and host code was compiled us-
ing Microsoft Visual Studio 2010. The OpenCL
code was run using NVIDIA CUDA Toolkit 4.2
and driver 301.32 for the GPU and AMD APP 2.6
for the CPU.

Performance
In all tests, we used � D ı D 0:5, q D 150,
s D 800, n D 100;000 and r D 5 unless stated
otherwise.

It is evident from Fig. 6 that all methods
scale similarly with the number of objects,
with the roll-up method on the GPU approx-
imately 2� to 9� faster than on the CPU.
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Outlier Detection with Uncertain Data Using Graphics Processors, Fig. 6 A comparison of running times with
increasing numbers of data objects

Outlier Detection with Uncertain Data Using Graphics Processors, Fig. 7 A comparison of running times with
increasing dimensionality of data objects

The average method on the CPU is closer to
the GPU speeds, but with significantly degraded
quality. Note that as dataset size increases, the
amount of time spent on clustering scales up
rapidly while the time spent density sampling
remains fairly constant.

Figure 7 demonstrates the processing power
advantage of the GPU, with the time spent on
clustering staying fairly constant while the time
spent on density sampling (using the roll-up
method) increases significantly. The CPU-based
roll-up method rapidly scales up in running time
while the GPU roll-up method is slightly faster
with the much faster but much less accurate
average method. Clearly for rapid detection of
outliers with many dimensions, GPU acceleration
offers high potential.

Quality
To test detection quality, precision and recall
are measured using different uncertainties, from
1:0 to 4:0. This adjusts how much uncertainty
(i.e., standard deviation) is assumed to be in the
data. The offset value indicates on average how
much difference there is between an outlier and a
nonoutlier object. The lower the offset, the more
mixed the outliers and non-outliers are (Fig. 8).

In this test, optimal balance between precision
and recall was achieved with an uncertainty value
of 3:0 in all cases. Clearly the best results are
achieved when there is a large difference between
outlier and non-outlier objects, but even when the
objects are mixed together closely, the detection
ability can be adjusted by changing the uncer-
tainty value.
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Outlier Detection with Uncertain Data Using Graphics Processors, Fig. 8 F1 score with different numbers of
dimensions

Application

In this entry, we have demonstrated the use of a
density sampling algorithm for outlier detection
on uncertain data together with parallelization
and optimization for the OpenCL framework.
Experimental work on both a multi-core CPU
and low cost GPU demonstrates significant re-
ductions to running time, which could enable
very fast detection of outliers in large uncertain
datasets, such as social networking data that has
been anonymized for privacy preservation.

Future Directions

In future work we would like to explore methods
that can provide better detection quality under
more challenging conditions where the outlier
and non-outlier data objects are mixed closer
together (i.e., more sensitivity). Avenues for more
efficiency in the algorithm and implementation
are also to be explored. Moreover, this algorithm
does not currently take into account relationships
that are present in datasets, which can be used to
detect more subtle events. Finally, more exten-
sive testing will be undertaken with a variety of
datasets and sources.
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